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Executive summary 

The project ALADDIN - Advanced hoListic Adverse Drone Detection, Identification and 

Neutralization is funded by the European Commission (EC) through the European H2020 

research and innovation programme with Grant Agreement 740859. 

This document, Deliverable 3.1 – Data Protection, Social, Ethical, and Legal Frameworks, 

identifies and elaborates upon the  relevant ethical and legal principles and frameworks that 

would apply to the ALADDIN project. As the first deliverable of work package 3 (WP3), the 

relevant legal and ethical  frameworks identified in this deliverable will be used to create the 

framework, the "ALADDIN Impact Assessment Framework", against which project activities 

and outcomes will be assessed, in D3.3 "Framework for Impact Assessment of ALADDIN 

against SoEL Requirements". A subsequent version of this document, D3.2 “Data protection, 

Social, Ethical and Legal frameworks - V2” will be submitted in M21. 

The information presented below outlines the main findings of this deliverable. 

A. Privacy and Surveillance in the context of ALADDIN 
  

A recognition of the risks that surveillance practices can produce for privacy is important in 

the context of the ALADDIN project. This is so for several reasons to do with both the target 

of the ALADDIN system and the ALADDIN system itself. 

UAVs offer a means for surveillance with an ubiquity that far surpass their technological 

forebears. Introducing  novel ways of seeing and visualising, UAVs in turn allow new ways of 

monitoring and control. Whereas the exercise of decisional autonomy –in this case, making 

decisions on where to go or where not to go– could determine on what terms one subjects 

oneself to conventional forms of surveillance, UAVs have a mobility that challenge older 

spatially-fixed notions of surveillance. The unhindered, easily adaptable and “persistently 

present” 'drone gaze' can impose a degree of psychological pressure that was not present in 

more systematic and predictable forms of surveillance. 

On the other hand, counter-UAV technologies themselves offer their own risks to privacy in 

the form of their classification and monitoring abilities. It is important to discern if and how 

ALADDIN will make use of the information it collects on its sensors. Even in this case where 

no personal data is collected, surveillance activities may still exert psychological pressure 

upon individuals that may be capable of altering their behaviour.  

B. Competing paradigms of privacy and security 

Potential infringements on personal privacy are not always unacceptable. This includes 

potential uses in incidents relating to security for which ALADDIN is intended. Depending on 
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the severity of privacy infringement that occurs and its intended use, the deployment of the 

ALADDIN system may be acceptable in most contexts. While the protection of privacy (in its 

various forms) is important, other prominent duties relate to the need to protect the life and 

property of citizens, to prevent criminal activity and to protect national security, and these 

values may be equally, or more important, than privacy. The concept of proportionality 

provides a useful way of judging when such infringements may be acceptable.  

C. The Importance of Data Protection to ALADDIN 

Where the system collects information that can constitute personal data it will be necessary 

to comply with frameworks that are established in order to protect personal data. With 

respect to ALADDIN, the two main legislative initiatives that are likely to be relevant to the 

project are the General Data Protection Regulation (‘GDPR’) and Police and Criminal Justice 

Data Protection Directive.  

The use of an ALADDIN prototype by law enforcement for the detection of the criminal use 

of drones may be exempted from the field of application of the GDPR by Recital 19 which 

excludes its application to personal data being used in connection with police and criminal 

justice activities (on grounds of public safety, public security, and public order).  

However, in this case, such use may fall under the ambit of Directive (EU) 2016/680, which 

covers the processing of personal data by competent authorities for the purposes of the 

prevention, investigation, detection or prosecution of criminal offences or the execution of 

criminal penalties. The requirements for the processing of personal data that falls within the 

scope of the Directive may have more uncertainty and hinge upon the particularities of 

individual member state law. This may have relevance to the incidental processing of 

personal data through the audio or visual capabilities of the sensor components of the 

ALADDIN system.  

D. Counter Drone technology - Legal Frameworks 

Neutralization technologies can potentially be subject to a wide array of different regulations 

from several different bodies of law, ranging from aviation to telecommunication to criminal 

law. Of course, these vary depending on the means of neutralization. Generally speaking, 

most regulations that are likely to be relevant in assessing the neutralization components of 

the ALADDIN system will not be found at the European Union level because matters relating 

to public security are generally within the competence of member state law. The legal 

regimes regulating the use of force, for instance, are all particular to the member state in 

question. Further, the legal regimes allowing state authorities to make use of otherwise 

banned technologies (radio frequency jamming, for instance) may vary significantly between 

countries.  
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1. Introduction 

1.1 Project Overview 
The project ALADDIN - Advanced hoListic Adverse Drone Detection, Identification and 

Neutralization is funded by the European Commission (EC) through the European H2020 

research and innovation programme with Grant Agreement 740859.  

It spans 36 months and will follow an iterative and incremental development that implements 

a user-centred design process for the duration of the project. The project is split into two 

main iterations, each one being a complete development cycle composed of requirement 

collection, platform design, development, integration, and end-user testing and evaluation. 

The evaluative results of the first cycle will feed into the second, refining project aims and 

activities. 

The main objective of the ALADDIN project is to study and develop a state-of-the-art, global, 

and extensible system to detect, localise, classify, and neutralise suspicious, and potentially 

multiple, light unmanned aerial vehicles (UAVs) over restricted areas. This system will be 

tailored to operational constraints (such as easiness of use and deployment, quality of 

detection, or safety) in order to deliver unprecedented tools for operational support, including 

investigations, and training. 

ALADDIN will also assess relevant technologies, threat trends, regulations, and important 

issues such as the relevant societal, ethical, and legal (SoEL) frameworks. By doing so, it 

expects to develop new knowledge which will be made available to LEAs and infrastructure 

designers, constructors, and operators, through innovative curricula. 

1.2 Purpose of the Document 
This deliverable constitutes the first part of work package (WP) 3, which concerns the 

societal, ethical, and legal (SoEL) aspects of the ALADDIN project. The role of this 

deliverable is to identify, in broad terms, the legal and ethical principles which will apply to 

the ALADDIN project. The identification of these principles and the relevant legal frameworks 

will then be used, in D3.3 "Framework for Impact Assessment of ALADDIN against SoEL 

Requirements", to create a set of requirements which will constitute a benchmark against 

which project activities and outcomes will be assessed, the “ALADDIN Impact Assessment 

Framework". These requirements will be clarified with other research partners in ALADDIN 

through a detailed questionnaire ("SoEL Impact Assessment Questionnaire"), the data of 
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which (the "SoEL Impact Assessment Questionnaire Survey Data"1 will be used to produce 

D3.4 "Impact Assessment Report V1". 

Consequently, this Deliverable provides an outline of the ethical principles and main areas of 

applicable law in the context of the counter-UAV system that the ALADDIN project intends to 

develop. This is done in order to provide ALADDIN partners with a set of key notions that will 

serve as a reference to later assess the impact of the work of the project with respect to the 

relevant ethical and legal issues identified. Note that the deliverable is not intended to be a 

contextual legal analysis of the ALADDIN system (which is more the subject matter of the 

next two deliverables in WP2, D3.3 and D.4), but a broader statement of the governing legal 

regimes and principles.   

1.3 Scope and Intended Audience 
The intended audience of the document are the project stakeholders (European Commission 

DG HOME, ALADDIN Consortium executive members) and the project team (Consortium 

staff). 

According to the preliminary security scrutiny in the DOA Part B (section 6.1), this 

deliverable is classified as PU = Public. The actual dissemination level has been confirmed 

as PU = Public by the Security Advisory Board (SAB) chaired by the Project Security Officer 

(PSO). 

1.4 Structure of Document 
The deliverable is divided into three parts: Part 1: Ethical Aspects of the ALADDIN Project, 

consisting of Sections Two and Three; Part 2: Unmanned Aerial Vehicles: Legal Frameworks, 

consisting of Section Four; Part 3: Counter-UAV Technology: Legal Frameworks, consisting 

of Sections Five and Six. As ALADDIN constitutes what is essentially a system of 

surveillance and monitoring it engages in privacy issues on different levels, Part 1 will 

expound upon the ethical aspects of privacy as it relates to the ALADDIN system, with 

Section One examining why notions privacy, along with the related notion of surveillance, 

must be taken into consideration in the project, and evaluating these concepts against the 

countervailing principle of security.  Section three will then examine how these ethical 

principles of privacy are reflected in the European legal framework in which ALADDIN will 

                                                
 

1
 D1.2 “Data Management Plan” 



   
 
 

 
Page 11 of 96 

D3.1 – Data protection, Social, Ethical and Legal Frameworks 
ALADDIN 
 

PUBLIC 

operate. These concepts go beyond mere personal data, and largely are relevant even in 

circumstances where no personal data is involved.    

Part 2 will shift focus to UAVs themselves. Section four will detail the relevant laws and 

regulations concerning the civilian use of UAVs, both at a European level and at the 

domestic level of a select number of member states which are relevant for the operations of 

the ALADDIN project.  

Part 3 concerns the counter-UAV system that comprises ALADDIN itself, and the legal 

frameworks that are likely to be relevant to two main components of the system, 

detection/classification, on one hand, and neutralization, on the other. First, section five will 

examine the potential impact of European data protection law on the ALADDIN project. As 

the most important manifestation of the notion of privacy in an informational sense referred 

to in sections two and three, this regime is concerned with the protection of informational 

forms of privacy – that is, personal data. This regime is particularly important with respect to 

the detection and classification component of the counter-UAV system, as it opens up the 

possibility of the collection of personal data. Finally, Section 6 will examine the laws and 

regulations that are likely to be relevant to the ALADDIN project relating to the neutralization 

component of the counter-UAV technology, including laws with respect to use of force and 

regulations surrounding the use of particular technologies. 

PART 1: Ethical Aspects of the ALADDIN Project 

 

2. Privacy, Surveillance and Security 

Privacy, surveillance and security are concepts that are often invoked in discussions 

regarding monitoring strategies used by state authorities, including the use of images, 

recordings, or related practices. This section will introduce these three concepts from an 

ethical perspective. Such a perspective is important as each gives rise directly or indirectly to 

important legal principles that are likely to have an impact upon the development and 

utilization of the ALADDIN system. As this section will discuss, the concepts of privacy (and 

the related concept of surveillance) and security both relate to duties imposed upon society 

to create an environment that will grant individuals to ability to live meaningfully according to 

our own desires and perceptions of human flourishing. Both values, conflicted as they are, 
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are therefore at the heart of our modern pluralist democratic societies. These values, 

contested as they are, serve to define and structure the meaning of liberty and freedom. A 

society in which the state is omniscient over each of its citizens, unaccountable for what it 

does with that knowledge may be the eventual outcome in an environment where privacy is 

given little heed. On the other hand, in a society devoid of law and order, what use would the 

protection of privacy serve if fear infringed on the ability to live one’s day-to-day life?2  

As this section will discuss, however, providing the basis for ensuring that both the values of 

privacy and security are realized does not amount to conflicting endeavours, but rather that a 

matter of striking the right balance. It is therefore necessary to be aware of the need to 

maintain an adequate state of security if privacy is to have any meaning. Likewise in 

attempting to ensure the security of society it is important to maintain a robust sense of 

individual privacy. Even in an environment secure from crime and disorder, life without an 

adequate level of privacy would not be tolerable either.3 

2.1 Privacy as a Concept 
As a term that is omnipresent in our society, it would be difficult to find an individual who did 

not value his or her privacy in one way or another. Yet if you were to survey a layman, an 

information broker, or even a legal theorist about what privacy means, you would be unlikely 

to yield a  definition of privacy common to them all. Privacy is a concept that eludes a 

singular definition.4 Indeed, identifying a clear notion of privacy is as nebulous as identifying 

a privacy harm. Some conceive privacy as an exercise of choice. For others, it is an enabler 

of positive liberty and hence privacy protection is needed to achieve human flourishing.5 For 

both of these definitions there is the notion of an essential self "identifiable after the residue 

of influence has been subtracted"6 that privacy serves to protect. Then there are those who 

believe there is no common core element – that privacy is a term that relates to a number of 

                                                
 

2
 See Quinn, Paul, et al, D2.1 “Report on the Data Protection, Privacy, Ethical and Criminal law 

Frameworks”, s. 3, Forensor. 
3
 Ibid. 

4
 R. Post, Three Concepts of Privacy', Faculty Scholarship Series, Faculty Scholarship Series,(Paper 

185) (2001) 
5
 J. Cohen, What Privacy is For, pg. 1907 

6
 Ibid. 
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problems, each problem having elements overlapping with that of another problem – but not 

necessarily the same elements. Instead, "they share family resemblances with each other."7  

The elusive nature of an agreed definition of privacy has created problems for ethics and 

legal scholars who normally strive to create common definitions that can be used to create 

legal rules. The contextual variations in which privacy is invoked and its intrinsic elusiveness 

as a concept have greatly complicated this task.8 A plethora of supposed analogues that are 

used interchangeably with privacy, including ‘private life, ‘private sphere’, intimacy’ and 

‘secrecy’ have only complicated this further. This has led some scholars to give up 

attempting to find a global definition and to rely on a more contextual approach where 

privacy is defined according to the context it is discussed within 9 . For both legal and 

sociological purposes a global ‘catch all’ definition of privacy is therefore not available. 

Solove, 10  for example, argued that the conceptions of privacy could be grouped in six 

categories:11  

 (1) the right to be let alone – Samuel Warren and Louis Brandeis’s famous 

formulation for the right to privacy;  

2) limited access to the self – the ability to shield oneself from unwanted access by 

others;  

(3) secrecy – the concealment of certain matters from others;  

(4) control over personal information – the ability to exercise control over information 

about oneself;  

(5) personhood – the protection of one’s personality, individuality, and dignity; and  

(6) intimacy – control over, or limited access to, one’s intimate relationships or 

aspects of life.” 12 

                                                
 

7
   C. Bennet, In defence of privacy: The concept and the regime', Surveillance and Society, 8,(4) 

(2011) pp. 485-496 ; See more generally, D. Solove, Conceptualizing Privacy, California Law Review, 
90 (2002). 
8
  H. Nissenbaum, Privacy as Contextual Integrety', Washington Law Review, 79, (2004) pp. 104-139   

9
 Examples of such contextual contexts are ‘home privacy’, ‘informational privacy’ and ‘relational 

privacy’. See S. Gutwirth, (2002)  Pg. 34 
10

 Quote originally taken from D. Solove, Understanding Privacy. (Cambridge: 2008). 
11

 See Quinn, Paul, supra note 2, at 3.1. 
12

 D. Solove, Conceptualizing Privacy, California Law Review, 90 (2002), 1099. 



   
 
 

 
Page 14 of 96 

D3.1 – Data protection, Social, Ethical and Legal Frameworks 
ALADDIN 
 

PUBLIC 

By contrast, Rössler has posited that privacy can be divided into three subcategories:13  

 Decisional privacy, which establishes a space for manoeuvre in social action that is 

necessary for individual autonomy,  

 Informational privacy, i.e., who knows what about a person and how they know it 

(control over information relating to that person), 14 

 Local privacy, i.e. privacy of the household, of one’s flat or room and thus privacy of 

personal objects; in modern societies it denotes a realm of life and a way of life that 

is bound up with this realm and is intrinsically indebted to the existence of private 

spaces, however varied the concrete form this may take.15  

2.1.1 Autonomy as a potential linking concept 

The concept of the autonomy can be said to serve as a common link between various 

conceptions of privacy. In this sense, autonomy is the notion that individuals be left to define 

for themselves their identity and choices in life. Underlying such a notion is the “autonomous 

self”. This is a core ‘self’ possessing abstract rights and the “capacity for rational deliberation 

and choice and is capable of exercising its capacities in ways uninfluenced by cultural 

context. 16  Autonomy consequently serves to protect this core autonomous self from 

influences that might contravene it.  

In the jurisprudence of the European Court of Human Rights (ECtHR) on Article 8 of the 

European Convention on Human Rights (ECHR), the ‘protection of private and family life’, 

reflects the circumstantial nature of protecting autonomy. For instance, the concept of 

privacy may be raised with respect to physical intrusions that prevent individuals from acting 

how they wish. Or it may refer to the need to reduce or prevent pressures and influences 

that are exerted on individuals from outside sources and which are capable of having 

‘steering' effects on individual autonomy.17 Such pressure may, depending on the context, 

be able to influence individuals in the behaviour they choose to exhibit. Examples of such 

pressures could involve intrusion into home or private spaces, the use of propaganda, 

                                                
 

13
 B. Rossler, The Value of Privacy (Cambridge: 2005)., Pg. 111 

14
 Ibid., 

15
 Ibid.,Pg., 142 

16
 For more on the notion of the ‘autonomous self’, see J. Cohen, (2013), 1907. 

17
 S. Gutwirth, (2002) Gutwirth for example refers to a need to reduce steering forces upon individuals 

which unduly pressure them to make decisions in certain ways. 
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interference with the freedom to choose one’s own form of education and attacks on ideas or 

beliefs that individuals may hold.18  

Another important example of privacy as autonomy (and one which has relevance for the 

ALADDIN project) comes up with respect to issues of surveillance. This is because 

surveillance activities are not merely passively collecting information about individuals 

outside their notice but can serve to influence and alter, even coerce, the behaviour of 

individuals as well.19 Being aware of observation, they may alter their behaviour so as to 

avoid perceived negative consequences, or even act in a coercive manner,  including 

conveying information or impressions to others that may be perceived (rightfully or 

wrongfully) as negative. 

2.1.2 Informational privacy as a prominent form of privacy 
 

Informational privacy is a concept based within the broader category of privacy that refers to 

the ability of individuals to control how information pertaining to them is collected and used.20 

Like other conceptions of privacy it too is linked to the concept of autonomy given that 

individuals may often alter their behavior as a function of the information about them that is 

known to others. This is because humans are social creatures and as a result attach 

importance to the perceptions of their peers and in society in general. 21  As a result, 

individuals usually seek to control what information concerning them is made available to 

others, particularly where they feel that such information could give rise to negative social 

consequences or related harm.2223  

Consequently, harms to privacy in the informational sense usually refer to instances where 

information concerning individuals has been collected, used or made public contrary to the 

                                                
 

18
 See Quinn, Paul, supra note 2, at s. 3.1.1.  

19
 C. Bennet, (2011).  H. Nissenbaum, Protecting Privacy in the Information Age: The problem of 

Privacy in Public', Law and Philosophy, 17,((1998) pp. 559-596  
20

 A. Rouvroy and Y. Poullet, 'The Right to Informational Self-Determination and the Value of Self 

Development: Researching the Importance of Privacy for Democarcy',in: S. Gutwirth, Y. Poullet, P. De 
Hert, C. Terwangne & S. Nouwt (eds.), Reinventing Data Proteciton, (Springer: 2009) 
21

K. Heatherton, Hebl, Hull, The Social Pyschology of Stigma (New York: 2000). J. Crocker, B. Major 
and C. Steel, 'Social Stigma',in: D. Gilbert, S. Fiske & G. Lindzey (eds.), Handbook of social 
psychology, (McGraw-Hill: Boston, 1998) 
22

 A. Rouvroy and Y. Poullet, 2009 ;  P. De Hert and S. Gutwirth, 'Privacy, Data Protection and Law 
Enforcement. Opacety of the Individual and Transparency of the Power',in: E. Claes, A. Duff & S. 
Gutwirth (eds.), Privacy and the Criminal Law, (Intersentia: Antwerp - Oxford, 2006) 
23

 See Quinn, Paul, supra note 2, at s. 3.1.3. 
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wishes of those concerned.24 Legal and ethical approaches concerned with informational 

privacy are accordingly often directed and preventing misuse of information related to 

individuals without their consent.25 Notions concerned with individual privacy may give rise to 

legal approaches concerned with control over personal images, communications, information 

pertaining to health, patient confidentiality and many other aspects. 26  As Section five 

describes, data protection represents one approach that can be connected to the notion of 

informational privacy. It is however important to note that while data protection represents an 

important legal concept that is linked to privacy it is not the only one.27 It is entirely possible 

that where it does not apply (i.e. because the use of personal data is not involved), other 

legal and ethical approaches linked to privacy may be relevant (especially when privacy is 

considered from a wider perspective). 28  As Section 3 of this document discusses, this 

involves other privacy linked approaches and doctrines including, notably, those developed 

by the ECtHR under Article 8 of the ECHR.29 

The notion of informational privacy can play an important role in the ALADDIN project. The 

capturing of registration or license numbers from UAVs, whether through the identification of 

a licence plate affixed to the UAV or electronically through an electronic identification system 

are both examples of the subject matter with which privacy in an informational sense 

concerns itself.  

2.1.3 Privacy and Surveillance – The need for a wide conception of privacy 
 

As mentioned earlier, privacy can be strongly linked to the idea of surveillance. In this case, 

it relates to a wide definition of privacy –the concept of ‘being left alone’ or not ‘being steered’ 

                                                
 

24
 H. Nissenbaum, (1998). 

25
  P. De Hert, S. Gutwirth, A. Moscibroda, D. Wright and G. Gonzalez Fuster, Legal safeguards for 

privacy and data protection in ambient intelligence', Personal and Ubiqutious Computing, 13,(6) 
(2009) pp. 435-444  
26

 J. Dovidio, B. Major and J. Crocker, 'Stigma: Introduction and Overview',in: T. Heatherton, R. Kleck, 
M. Hebl & J. Hull (eds.), The Social Psychology of Stigma, (Guilford Press: New York, 2000) 
27

 S. Gutwirth and P. De Hert, 'Privacy, data protection and law enforcement. Opacity of the individual 
and transparency of power',in: E. Claes, A. Duff & S. Gutwirth (eds.), Privacy and Criminal Law, 
(Intersentia: Antwerp, 2006) 
28

 Personal data has a specific legal definition defined in Directive 95/46/EC Article 2(a) as "any 

information relating to an identified or identifiable natural person  ("data subject"); an identifiable 

person is one who can be identified, directly or indirectly, in particular by reference to an identification 

number or to one or more factors specific to his physical, physiological, mental, economic, cultural or 

social identity;"  

29
 See Quinn, Paul, supra note 2, at s. 3.1.2. 
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rather than a narrow one, i.e., relating to ‘informational privacy' (see Section five below). 

Surveillance, (CCTV cameras, for example) may be considered intrusive by individuals even 

if the information being collected is already in the public domain. This is because despite the 

fact that such measures do not use private personal information they are still capable of 

imposing upon individuals in a psychological sense.30 Consequently, individuals may alter 

otherwise legal behaviour.31 This is part of what makes defining privacy, and related privacy 

expectations and harms, so difficult. While informational privacy may offer a fairly clean 

definition, it does not capture the full spectrum of the kinds of privacy expectations that 

people possess in their day-to-day lives. 32  Looking at such matters in terms of purely 

informational privacy would be insufficient to understanding the potential harms that 

surveillance can bring about.33  

Helen Nissenbaum offers a poignant description of the need to view surveillance matters in a 

way that goes beyond a vision of privacy as a form of informational control:34  

As disturbing as the practices of public surveillance are, they seem to fall 

outside the scope of predominant theoretical approaches to privacy, which 

have concerned themselves primarily with two aspects of privacy – 

namely, maintaining privacy against intrusion into the intimate, private 

realms, and protecting the privacy of individuals against intrusion by 

agents of government. Philosophical and legal theories of privacy offer 

little by way of an explicit justificatory framework for dealing with the 

problem of privacy in public. Indeed, with only a few exceptions, work 

within these traditions appears to suffer a theoretical blind spot when it 

comes to privacy in public, for while it has successfully advanced our 

understanding of the moral basis for privacy from some of the traditionally 

conceived threats, such as violation of the personal sphere, abuse of 

intimate information, protection of the private individual against 

government intrusion, and protection of, say doctor-patient, lawyer-client 

and similar special relationships, it has not kept abreast of the privacy 

issues that have developed in the wake of advanced uses of information 

technology.”
  

                                                
 

30
  C. Held, J. Krumm and R. Schenke, Intelligent Video Surviellance', Computer, 45,(3) (2012) pp. 83-

84  
31

 See Quinn, Paul, supra note 2, at s. 3.1.3. 
32

 Daniel J. Solove, Understanding Privacy 14–38 (2008). 
33

 S. Gutwirth, (2002)  
34

 H. Nissenbaum, (1998). 
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A recognition of the harms that surveillance practices can produce for privacy in the broad 

(not purely informational) sense, is important in the context of the ALADDIN project. This is 

so for several reasons to do with both the target of the ALADDIN system and the ALADDIN 

system itself. 

2.1.4 UAVs as a challenge to privacy (in the broad sense)  
 

UAVs, after all, offer a means for surveillance with an ubiquity that far surpass their 

technological forebears. Introducing  novel ways of seeing and visualising, UAVs in turn 

allow new ways of monitoring and control.35 Whereas the exercise of decisional autonomy –

in this case, making decisions on where to go or where not to go– could determine on what 

terms one subjects oneself to conventional forms of surveillance (i.e., knowing that if you 

enter the premises of particular locations, you accept the possibility of being monitored), 

UAVs have a mobility that challenge older spatially-fixed notions of surveillance. The 

unhindered, easily adaptable and “persistently present” 'drone gaze'36 can impose a degree 

of psychological pressure that was not present in more systematic and predictable forms of 

surveillance. 

Further, unlike conventional surveillance systems, people are usually not able to evaluate 

the aims of the particular UAV activity, the modalities of the specific system, or if there is 

even any monitoring going on at all. As one scholar argues, "personal autonomy may be 

fundamentally threatened if people are structurally mistaken about the possibility that other 

people may have information about them."37 As indicated, UAV activities demonstrate the 

kind of privacy expectations that would not be captured by examining their activity strictly 

through a prism of informational privacy and further, how privacy expectations take new 

forms in the advent of new forms of technology. Without taking a more encompassing view 

of privacy, it will be difficult to identify the new (or perhaps reconfigured?) privacy issues our 

advancing uses of new technologies provoke.  

2.1.5 Data Protection as an Approach to Promote Individual Privacy 
 

                                                
 

35
 Klauder, Pedrozo, 287 

36
 See generally, Williams, A. J.: Enabling persistent presence? Performing the embodied geopolitics 

of the unmanned aerial vehicle assemblage, Polit. Geogr., 30, 381–390, 2011a 
37

 Ibid, pg. 289 
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Data protection frameworks lay out rules and conditions for the processing of personal data 

(i.e., data that can be related to individuals).38 It is thus linked to privacy in that it can reduce 

the chances that individual data is misused, thus circumventing the consequent harms to 

individual autonomy (see above).39 Data protection may however differ in some regards to 

other approaches linked to the concept of informational privacy in that it is not primarily 

concerned with harms that can occur through the misuse of data but rather solely with the 

misuse of data itself. Data protection is concerned with promoting the correct use of personal 

data – in other words, ensuring that personal data is collected only where a valid legal 

ground exists and is processed in accordance with a corresponding set of important 

principles. Data protection principles can thus be engaged even where there is no 

demonstrable harm to individual privacy. This is important for those who intend to process 

personal data as it means that breaches of data protection principles can occur even where 

no individual has complained of harms to his or her privacy.  

Data protection regimes are only relevant where personal data is involved –data that can be 

linked to a specific individual.  Where the data processed is not personal, data protection law 

does not apply (though other approaches related to the broad concept of privacy may still 

applicable).40 

2.2 The need to foster security as a counterweight to privacy 
 

2.1.6 A right to privacy cannot be absolute 
 

States have many duties imposed on them with regard to their citizens. While the protection 

of privacy (in its various forms) is important, it represents merely one of the multitude of 

duties impressed upon states.41 Other prominent duties relate to the need to protect the life 

and property of citizens, to prevent criminal activity and to protect national security.42 In a 

pluralist society it is not possible to carry out these duties in an absolute manner to all 

                                                
 

38
 P. De Hert and S. Gutwirth, 2006  

39
  L. Bygrave, Data Protection Pursuant to the Right to Privacy in Human Rights Treaties', 

International Journal of Law and Information Technology, 6,((1998) pp.  
40

 See Quinn, Paul, supra note 2, at s.3.1.4. 
41

 D. Klitou, Privacy Invading Technologies and Privacy by Design 2014). p21 -p27 
42

 The protection of security for example receives fundamental rights status through Article 6 of the 
Charter of Fundamental Rights and Freedoms of the European Union Other duties such as the right 
to healthcare are accepted in some societies but not others. For more on this discussion see:  N. 
Daniels, Justice, health and healthcare', American Journal of Bioethics, 1,(2) (2001) pp. 2-16  
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individuals at all times. This is because individuals and groups have competing interests and 

values, including competing visions on what values society should advocate. In such a  

pluralistic context, privacy is one value among many. As elaborated upon earlier, values 

such as security and the need for public order may be equally, or more important than 

privacy. If any of these values were to be deemed absolute the resultant society may be 

rendered unable to meet the needs of its citizens.4344    

This is no less true with regard to the value of privacy. In order to provide security, the state 

may have to take measures that may infringe upon the privacy of individuals.45 For instance, 

the state security structure may have to collect data or conduct acts of surveillance to 

prevent acts of terrorism, or even to thwart more threatening or  insidious forms of 

surveillance. In other cases, individuals may have to restrain certain behaviours in which 

they would otherwise engage. For instance, they may be forced to take a breathalyser test 

administered by law enforcement if seen driving erratically, might be made to refrain from 

smoking when out with friends, or might be obliged to provide personal details when booking 

airline tickets.  

All such measures may, to varying degrees, impinge upon the privacy of individuals, but do 

so for justifiable reasons. This is because a  balance must be struck between competing 

values in order to uphold the rights of society as a whole.46 Various philosophers have 

considered this issue and many have come to the conclusion that it is necessary to infringe 

upon individual prerogatives only where there is a good reason to do so. Kant’s categorical 

imperative is perhaps the most famous example.47 Others, such as Rawls, have come to the 

conclusion that a society should only impinge on the rights and freedoms of certain 

individuals when it must do so to protect the ideas of others.4849  

2.1.7 Infringements upon privacy should be of a proportional nature 
 

                                                
 

43
 A. Etzioni, The Limits of Privacy (New York: 1999). 

44
 Quinn, Paul, supra note 2, at s.3.2.1. 

45
 For a critical view on such an idea see:  M. Neocleous, Security, Liberty and the Myth of balance: 

towards a critique of security politics', Contemporary Political Theory, 6,(2) (2007) pp. 131-149  
46

 D. Klitou, (2014)  
47

  R. Taylor, Rawls's Defense of the Priority of Liberty: A Kantian Reconstruction', Philosophy & 
Public Affairs, 31,(3) (2003) pp. 256-271  
48

 J. Rawls, A Theory of Justice (MA: 1971). 
49

 Paul, Quinn, supra note 44. 
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While it may be intuitive that the state will have to infringe upon the rights of some to protect 

those of others, the question remains as to the basis on which such a decision is made. 

Which values should take priority and how should the state weigh competing claims? One 

idea that is given prominence in both ethical and legal discourse is the notion of 

‘proportionality’.50  

Proportionality refers to several inter-related concepts, but chief among these is the notion of 

balancing –that the rights of some may be infringed if the benefit sought by the act of 

infringement outweighs the harm caused by the infringement itself, in light of the importance 

of the competing values in question.51 Such an idea is useful insofar as it allows one to 

assess whether certain actions can be justified or not.  

Using the examples given above, one might say that the harm (in terms of personal 

autonomy) in forcing suspicious individuals into taking a breathalyzer test is less than the 

harm that would be caused by allowing erratic drivers to drive at will (and thus possibly be 

drunk, with the consequent risks of loss of life and injury). A similar argument could be made 

for smoking in confined public spaces. The same idea can often be applied to security 

measures that may infringe upon personal privacy. In some instances the measures in 

question may be proportional, such as the use of cameras or other surveillance measures in 

airports or other obvious terrorist targets. Imagine the use of CCTV in areas that are 

engulfed by a level of criminality that has captured numerous victims. In such instances, the 

harms to personal privacy may not be too deleterious to render the aims behind such 

security measures disproportionate.52 In such instances, were the state not to act to protect 

human life it may not be meeting its duty towards its citizens in providing security and 

protecting life and property. 53  On the other hand, some security measures may be 

questionable and clearly not proportional given the aims intended to be achieved when one 

takes into account the harms to privacy that are likely to occur. This may for instance include 

                                                
 

50
 For more on the concept of proportionality, especially from a legal perspective see:  K. Moller, 

Proportionality: Challenging the Critics', International Journal of Consitutional Law, 10,(3) (2012) pp. 
709-731  
51

 Ibid. 
52

  R. Weber and D. Staiger, Bridging the Gap between Individual Privacy and Public Security', 
Groningen Journal of International Law, 2,(2) (2014) pp. 14-32  
53

 D. Klitou, (2014)  
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grave violations of privacy that are intended to deal with minor threats to security or petty 

crime.54 

One important aspect of the proportionality approach towards conflicting rights and interests 

is that it demands that there be a legitimate reason for the state to infringe upon the rights or 

interests of the respective individual or group.55 Where such a reason does not exist it will 

not be acceptable to act in a way that harms the rights or interests of the relevant party.   

2.3 Relevance of the privacy v. security paradigm for the 

ALADDIN project 
 

The often competing nature of claims related to privacy and security are obviously relevant 

in the context of the ALADDIN project. The ALADDIN project is something that, while 

intended to simultaneously address a threat to both security and privacy (in the form of 

UAVs), it can simultaneously pose a threat to privacy itself (in the form of its monitoring and 

classification capabilities). 

Whether the threat to privacy be in the narrow informational sense or the broader sense this 

is something that is important to consider. With regards to the former, it is important to 

discern if and how ALADDIN will make use of the information it collects on its sensors. Will it 

collect and store electronic identification information revealed by the UAV? If so, how much 

personally identifiable data does it contain? Will this data be stored and archived in 

databases? Does the data gathered by the sensors contain images or recordings of 

individuals captured within the sensor range? Can the detection and identification 

capabilities of the system, even if not originally intended, be employed towards data of 

individuals captured in the range of the system? 

While the latter question may appear to be less relevant in the context of the monitoring of 

aerodrome facilities or the protection of rural installations, it is clearly significant in the 

context of the monitoring of facilities in urban environments or in public events, all possible 

scenarios for the employment of the ALADDIN system, as envisioned in D4.1 – “Use Case 

Scenarios, End-users’ ConOps and End-users’ requirements”.  

                                                
 

54
 Quinn, Paul, supra note 2, at 3.2.2. 

55
 K. Moller, (2012). 
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Further, in some jurisdictions the affixing of a plate with a licence or registration number onto 

the UAV is mandatory for some categories56 and is likely to expand in the coming years, 

while draft EU legislation for UAVs make  electronic identification mandatory for camera-

equipped drones. Information that can be used to identify operators or pilots, while perhaps 

necessary for the aims of the operators of the ALADDIN system in identifying unauthorized 

UAV activities , may nonetheless constitute privacy risks when applied outside this context 

that need to be addressed. 

Where the system collects information that can constitute personal data it will be necessary 

to comply with frameworks that are established in order to protect personal data (the most 

important are described in the following section concerning legal approaches). However, it is 

important to recognize that privacy need not only relate to information concerning specific 

individuals but can also be thought of in a wider sense. Surveillance activities that are not 

likely to use individual information may still exert psychological pressure upon individuals 

that may be capable of altering their behaviour. Individuals may not feel comfortable acting 

in a way that they may have otherwise have done so if they feel they are being monitored or 

if they feel that their presence may draw unwanted attention. Such aversion may even be the 

case where people are not committing illegal activities but for one reason or another may not 

want people to be aware of their presence in a certain place at a certain time.  

Such potential infringements on personal privacy (whether it be in the narrow informational 

or broader sense) are not always unacceptable however. This includes potential uses in 

incidents relating to security for which ALADDIN is intended. Depending on the level of 

infringement of privacy that occurs and the intended use, the deployment of the ALADDIN 

system may be acceptable in most contexts. The concept of proportionality provides a useful 

way of judging when such infringements may be acceptable. In terms of possible 

infringements upon privacy, it would be useful to compare the difference between cameras 

viewing private property or public areas, or the difference between a surveillance system that 

is activated by all passersby and a surveillance system that is only activated by certain kinds 

of objects. On examining the purpose of such measures, are they intended to tackle serious 

or trivial crime? In deciding whether a potential use would be acceptable, it would be 

necessary to take all such factors into account.57 

                                                
 

56
 Refer to Section 4.5: “Spain” of this deliverable. 

57
 Quinn, Paul, supra note 54. 
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3. Privacy (in the broad sense) in law 

  
This section of the document builds upon the discussion of the ethics privacy expounded 

upon in the previous section. It provides an examination of how European law recognizes 

rights to privacy in the broad sense, ‘as a right not to be steered’.58  This will first involve 

highlighting prominent sources of privacy rights in international and European law with a 

focus on the European Convention of Human Rights given its widespread application and 

binding nature.59 For reasons given below, it will focus on the manifestation of the relevant 

legal principles to potential instances of surveillance, particularly from the perspective of the 

European Court of Human Rights. In doing so this section will illustrate how principles 

discussed in section two are balanced against other important interests, such as public order 

and the prevention of criminal activity, using the concept of proportionality.60 Further, this 

section will discuss how the concept of ‘privacy by design’ may play a role in making the use 

of surveillance technologies more ‘proportional’ and thus less likely to be deemed an 

infringement of privacy when used in practice. At the end of this section these concepts will 

be discussed in light of the ALADDIN project with the intention of highlighting the key 

principles to be taken into consideration throughout both the project and in Task 3.2, the 

SoEL Impact Assessment. 

  

3.1 Prominent protection for privacy found in international 

treaties 

  

At the international level, the right to privacy is protected by Article 12 of the Universal 

Declaration of Human Rights (1948). While non-binding, it is nonetheless of considerable 

symbolic importance:  

No one shall be subjected to arbitrary interference with his privacy, family, 

home or correspondence, nor to attacks upon his honour and reputation. 

                                                
 

58
 The term ‘steering’ was coined by Gutwirth in describing the power of societal forces (including the 

state) to shape not only the behavior of individuals  but also their thoughts. See: S. Gutwirth, (2002) 
59

 A. Caligiuri and N. Napoletano, The Application of the ECHR in the Domestic Systems 2010). H. 
Keller and A. Stone Sweet, A Europe of Rights: The Impact of the ECHR on National Legal Systems 
(Oxford: 2008). 
60

 Quinn, Paul, supra note 2 at s.4. 
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Everyone has the right to the protection of the law against such 

interference or attacks.  

Article 17 of the International Covenant on Civil and Political Rights (1966), which signatory 

states are bound to uphold, grants protection to privacy, as given in the following:  

1. No one shall be subjected to arbitrary or unlawful interference with his 

privacy, family, home or correspondence, nor to unlawful attacks on his 

honour and reputation.  

2. Everyone has the right to the protection of the law against such 

interference or attacks.  

 

3.2 Privacy at the European Level 

  

The European Union’s Charter of the Fundamental Rights, which entered into force after the 

enactment of the Lisbon Treaty, explicitly recognizes a fundamental right to privacy in Article 

7: “Everyone has the right to respect for his or her private and family life, home and 

communications.”  

The application of this provision is restricted to the activities of European Institutions and the 

implementation of EU law, however.61 This provision therefore has little relevance in areas 

outside this ambit, 62  particularly to the field of criminal law, given the EU’s limited 

competence on laws relating to national criminal justice.63 

The ECHR, on the other hand, is much more important. This is for two reasons:  

                                                
 

61
 This is described by Article 51(1) of the EU Charter which states: “The provisions of this Charter are 

addressed to the institutions and bodies of the Union with due regard for the principle of subsidiarity 
and to the Member States only when they are implementing Union law. They shall therefore respect 
the rights, observe the principles and promote the application thereof in accordance with their 
respective powers. For more see: F. Fontanelli, The European Union’s Charter of Fundamental Rights 
two years later ', Perspectives on Federalism, 3,(3) (2011) pp. 22-47 
62

   Ibid. In ERT case the Court found that ‘EU human rights law applies to Member States not only 
when they are implementing EU law, but whenever they are “acting within the scope of Community 
law.” If this is the criterion, then the Charter applies not only when States directly implement an EU 
norm, but also when they derogate therefrom, maybe even when their acts may simply affect Union 
law at large. The external limits of the Charters’ effects are still to be delineated, admittedly, and will 
probably remain unresolved unless the Court of Justice of the EU (CJEU) sets up a new test to 
identify them” 
63

  K. Lenarts, Exploring the Limits of the EU Charter of Fundamental Rights', European Constitutional 
Law Review, 8,(3) (2012) pp. 375-403  
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I. It is applicable to all Member States of the Council of Europe (CoE), an organization 

more comprehensive than the EU in a geographical sense by encompassing nearly 

all the states of Europe (the Member States of the EU are obliged to be member of 

the CoE and thus signatories to the ECHR).  

II. The rulings of the European Court of Human Rights (which rules on rights protected 

under the ECHR) are binding in a general sense upon the CoE Member States.64  

Consequently, these rulings are capable of having direct effect, setting precedent in 

member state law and giving rise to the possibility of damages or other remedies for 

individual complainants.65 

On privacy, Article 8 of the ECHR states: 

1. Everyone has the right to respect for his private and family life, his home and 

his correspondence. 

2. There shall be no interference by a public authority with the exercise of this 

right except such as is in accordance with the law and is necessary in a 

democratic society in the interests of national security, public safety or the 

economic well-being of the country, for the prevention of disorder or crime, for 

the protection of health or morals, or for the protection of the rights and 

freedoms of others.  

3.3 The ECHR and privacy the context of surveillance 

technologies and practices 

  
Article 8 of the ECHR has been applied by the court in a variety of situations,66  in the 

context of both the narrow 'informational’ concept of privacy and the broader privacy 'as 

freedom from steering’ sense as described in section two of this document. With regard to 

surveillance systems 67 , the ECtHR has stated (in the P.J. & J.H. v United Kingdom 

judgement) that:  

There are a number of elements relevant to a consideration of whether a 

person’s private life is concerned by measures effected outside a person’s 

home or private premises. Since there are occasions when people 

                                                
 

64
 A. Caligiuri and N. Napoletano, (2010) ;  H. Keller and A. Stone Sweet, (2008)  

65
 Quinn, Paul, supra note 2 at s.4.2. 

66
 R. Weber and D. Staiger, (2014). 

67
 For the discussion on the social value of privacy, cf. Daniel J. Solove (2008) Understanding Privacy, 

op. cit., Ch 4, pp 89) 97. 
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knowingly or intentionally involve themselves in activities which are or may 

be recorded or reported in a public manner, a person’s reasonable 

expectations as to privacy may be a significant, although not necessarily 

conclusive, factor. A person who walks down the street will, inevitably, be 

visible to any member of the public who is also present. Monitoring by 

technological means of the same public scene (for example, a security 

guard viewing through closed-circuit television) is of a similar character. 

Private-life considerations may arise, however, once any systematic or 

permanent record comes into existence of such material from the public 

domain. It is for this reason that files gathered by security services on a 

particular individual fall within the scope of Article 8, even where the 

information has not been gathered by any intrusive or covert method
68

  

The Court therefore concludes that CCTV and other surveillance systems in public places 

are capable of triggering the individual privacy rights protected under Article 8 of the ECHR. 

This is not to say that any such engagement will amount to a violation of Article 8. This is 

because Article 8 contains a qualification in paragraph (2). This qualification to the general 

provision takes into account necessity on certain occasions to take measures that address 

crime, protect individuals and maintain public order. In implementing such an exception the 

ECtHR uses the concept of ‘proportionality'’. The ECtHR in its decisions has shown that the 

qualification permitted in article 8(2) allows individual rights under article 8 to be engaged in 

appropriate circumstances (including those related to surveillance practices).6970 These are: 

  
i. when a measure has a valid aim or acceptable goal: national security, public safety or 

economic well-being of the country, prevention of disorder or crime, protection of 
health or morals, or protection of the rights and freedoms of others; 

ii. when the measure is described in law; 

iii. when it can be considered necessary in a democratic society. 

  

                                                
 

68
 P.J. & J.H. v United Kingdom (25 September 2001) (Application No. 4478/98) For more discussion 

of this case in the context of surveillance matters overall see: R. Macroy, Regulation, Enforcement 
and Governance in Environmental Law 2014). Pg. 297 
69

 Relevant cases from the perspective of surveillance in issues include Case of S. and Marper v the 
United Kingdom (Applications nos. 30562/04 and 30566/04), Case of MALONE v. THE UNITED 
KINGDOM. (Application no. 8691/79), Case of Peck v the United Kingdom (Application No. 44857/98) 
For more discussion on the rulings of the ECtHR in the context of surveillance issues see: V. Kosta, 
Fundamental Rights in EU Internal Market Legislation 2015), p.92 
70

 Quinn, Paul, supra note 65. 
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As such, erecting surveillance measures may therefore be acceptable where they are 

‘intended to prevent disorder or crime’ as per Article 8(2) of the ECHR. With respect to 

requirement (ii) above, the local authorities will need to be acting pursuant to some explicit 

law or power explicitly granting them the authority to engage in the type of surveillance at 

issue. As such powers are outside the ambit of European law the existence of such laws or 

regulations will necessarily rest at the domestic level (including at a municipal level). It is 

therefore important to be aware of the local situation that exists in terms of the law in force in 

the particular jurisdiction concerned, as they can vary considerably. Finally, requirement (iii) 

necessitates that such measures must also be ‘necessary’. In its case law on this matter the 

court looks at the ‘proportionality’ of the measures in question. In deciding whether a 

measure was proportional or not the court will look at what the measure in question is 

attempting to achieve and decide whether the harms that may occur in terms of personal 

privacy may justify the measure in question.71 

In deciding the acceptability of measures such as surveillance, local authorities must 

therefore not only ensure that the activities in question are authorized by law (for instance, 

granted in statute) but that they are both necessary and proportional in the particular context 

concerned.72 In performing this analysis it will be necessary to look at factors such as: 

 the problem which is being addressed (including the seriousness of the crime be 
tackled); 

 the level of invasiveness (i.e., does the activity take place in public areas or private 
property?); 

 prior notification to those who might be involved (for instance, areas monitored by 
CCTV might have indication that the respective area is under surveillance); 

 any procedural or technological measures taken in order to reduce potential harms to 
individual privacy. 

The nature of the factors raised above indicates that the particular surveillance practices 

must be evaluated on a case-by-case basis. This contextuality means that it is not possible 

to know a priori whether a particular surveillance practice would constitute a violation of 

Article 8. As such, one cannot assume that the existence of existing legislation that permits 

such practices denotes its legality. Nor can one deduce legality by the fact that the particular 

technology employed is designed in such a way so as to reduce the impact on individual 

                                                
 

71
 K. Moller, (2012). 

72
 S and Marper v United Kingdom [2008] ECHR 1581. 



   
 
 

 
Page 29 of 96 

D3.1 – Data protection, Social, Ethical and Legal Frameworks 
ALADDIN 
 

PUBLIC 

privacy i.e. the implementation of ‘privacy by design’ (see below) or by the fact that the 

measures intended are genuinely employed to tackle issues related to crime and security.  

Rather, an analysis taking into account the particular context while considering all of these 

elements together will be required. Requirements relating to proportionally may also exist 

explicitly at the national level.73   

3.4 The contribution of privacy by design and privacy 

enhancing technology to the question of proportionality. 

  
The concept of privacy by design74 refers to measures built into a particular technology 

designed reduce its potential impact on individual privacy. Along with the related concept of 

privacy enhancing technologies (PETs)75, the existence of such factors in the development 

and implementation of surveillance technologies can be taken into account in determining 

the proportionality of a potential deployment.76 Where such techniques have been employed, 

the use of a surveillance system is more likely to be considered ‘proportional’ in a wider 

range of contexts. Such techniques could for example involve ensuring that images or 

recordings were taken only when absolutely necessary or that they would only be activate 

where activity likely to be criminal in nature was taking place. These are factors that are 

likely to be of relevance to the ALADDIN project and will be discussed further when the 

particularities of the ALADDIN system are taken into consideration in D3.4.  

The concept of privacy by design is particularly important in the design and development 

phases of technological projects related to surveillance. 77   If privacy by design is not 

considered at the design stage, in any evaluation of the measure under Article 8 of the 

ECHR (or an analogous provision at the member state level) may require a reliance on the 

acceptability of the respective measure under the other factors described above in the 

proportionality test. For instance, this may require the restriction of surveillance practices to 

contexts that only involve severe criminality or to settings where intrusion upon personal 

privacy are likely to be limited (i.e. in busy public places and not in more secluded or private 

                                                
 

73
 Quinn, Paul, supra note 2 at s.4.3. 

74
 See Cavoukian, Ann. "Privacy by design." Take the challenge. Information and privacy 

commissioner of Ontario, Canada (2009). 
75

 A common definition is “… any technology that exists to protect or enhance an individual’s privacy, 
including facilitating individuals’ access to their rights under the Data Protection Act”, Pearson, Siani. 
"Taking account of privacy when designing cloud computing services." Software Engineering 
Challenges of Cloud Computing, 2009. CLOUD'09. ICSE Workshop on. IEEE, 2009. 
76

 K. Moller, (2012);  D. Klitou, (2014) 
77

 P. Schaar, Privacy by Design', Identity in the Information Society, 3,(2) (2010) pp. 267-272 
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settings). The de facto effect therefore of not correctly implementing privacy by design may 

severely restricting the contexts in which the surveillance system can be utilized.7879  

3.5 General privacy approaches – key points for the ALADDIN 

project 

  
The proposed ALADDIN system represents a technology that, according to the Description 

of Action (DoA), is to be used for surveillance purposes. As such, the ALADDIN system, 

when used for such purposes could be capable of actions that may constitute infringement 

on the privacy of individuals. While such actions may be infringements of privacy, they may 

not, depending on the context in question, be illegal. This is because in many contexts such 

surveillance measures may be necessary and proportional in order to address issues of 

crime and public order. Article 8 ECHR recognizes this by offering a qualification to its 

general protection for measures that are intended to prevent crime. As discussed above, this 

does not mean that the use of the ALADDIN system to detect or prevent the criminal use of 

UAVs, while committing severe infringements of privacy, will automatically be legal. This is 

because the use of such a system, if indeed infringing on the privacy rights of individuals, 

would have to meet the conditions of having being both pursuant to law and being necessary 

and proportional. The ALADDIN project itself is not in a position to address the first of these 

issues – that is something that only national legislators can address. Once again the 

particular context in question is also something that the ALADDIN project will not be able to 

influence – that is the choice the particular competent authority ‘on the ground’ to decide 

upon i.e. on the particular local conditions may require the deployment of the system.  

Where ALADDIN as a research project is however able to make a realistic difference to this 

question of proportionality, and therefore by extension legality, is by making the design of the 

device in question as ‘privacy friendly' as possible. This need presents both an opportunity 

and an imperative to incorporate PBD in the design and development of the ALADDIN 

prototype. Through doing so (e.g. by designing the device in a way that it only audio-visually 

records activity after the detection of drones) the chances are higher that the use of the 

device in a particular circumstance will be deemed as being ‘proportional. A failure to do so 

would run the risk that the use of the ALADDIN system could be circumscribed to only the 

                                                
 

78
 D. Klitou, (2014) 

79
 Quinn, Paul, supra note 2 at 4.3.1. 
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most particular of contexts (i.e., aerodrome surveillance but not the monitoring of public 

events) and would reduce both its appeal and potential uptake.  

PART 2: Unmanned Aerial Vehicles: Legal Frameworks 

 

4. Regulations concerning Unmanned Aerial Vehicles 

The following section will describe in detail the laws and regulations pertaining to the 

operation of UAVs in Europe. Part 1 will describe the framework as it exists on the European 

level. Part 2 will detail the legislative framework with respect to select member states: 

France, United Kingdom, Greece, and Spain. 

4.1 European Law 
 

4.1.1 Key Organizations and Institutions 

 European Aviation Safety Agency (EASA) 

The EASA,  established in 2002, is an Agency of the European Union, governed by 

European public law80 and has been granted specific regulatory and executive tasks in the 

field of civil aviation. With a mandate to craft airworthiness standards and to draft 

implementing rules on civil aviation, it is the "centrepiece of the European Union's strategy 

for aviation safety."81  

4.1.2 Key Legislation 

 

 Regulation 216/2008 on Common Rules in the Field of Civil Aviation 

  

4.1.3 Introduction 

 
Regulation 216/2008 on Common Rules in the Field of Civil Aviation (Basic EASA 

Regulation) grants the EASA the competence to regulate all aircraft with a maximum take-off 

mass of more than 150kg along with the authority for Implementing Rules dealing with 

                                                
 

80
 Regulation (EC) 216/2008 

81
 https://www.easa.europa.eu/the-agency/faqs/agency#category-about-easa 

https://www.easa.europa.eu/the-agency/faqs/agency#category-about-easa
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airworthiness certification, continuing airworthiness, operations, pilot licensing, air traffic 

management and aerodromes. Note that the Basic EASA Regulation does not apply to 

aircraft carrying out military, customs, police, search and rescue, firefighting, coast guard, or 

similar activities (otherwise called State Aircraft). “Unmanned aircraft . . . which includes any 

aircraft operated or designed to be operated without a pilot on board” are explicitly included 

its definition of aircraft and thus all UAVs with a maximum take-off mass of more than 150kg 

fall under its competence. Consequently, the regulation of those UAVs with a mass of less 

than 150 kg are under the competence of the respective EU member states.  

4.1.4 Riga Declaration 

 

Recognizing that the regulatory framework for UAVs was fragmented by  disparate bodies of 

laws which could inhibit the creation of a healthy and robust civil UAV market in Europe, the 

Riga Declaration on Remotely Piloted Aircraft developed guiding principles for the future 

regulation of drones.  Adopted on March 6, 2015 by Commission representatives, civil 

aviation officials, data protection national authorities, and industry representatives, it 

recognized four key principles:  

I. Drones must be dealt with as a new type of aircraft and any safety rules imposed 
must be proportional to the risk of each operation. 

II. There is a critical need for the EU to establish safety rules immediately and also 
to lay down technologies and standards for the integration of drones within civil 
aviation. 

III. The protection of privacy of individuals will lead to greater public acceptance. 
IV. The operator of a drone bears responsibility for its use. 

4.1.5 Draft Regulatory Framework for operation of drones 

 

Following the Riga Declaration, the EASA released an Advanced Notice of Proposed 

Amendment (A-NPA) for the introduction of the regulatory framework for the operation of 

drones.  

The proposal reflects the principles laid down in the Riga Declaration. Crucially, it introduces 

three categories of operations  for which the proposed Regulation will concern:  

 Open: this is a low-risk UA operation that does not require prior operation by 

the competent authority in order to take place 

 Specific: this is a medium-risk UA operation that requires authorization by the 

competent authority before it can take place and “takes into account  the 
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mitigation measures identified in an operational risk assessment, except for 

certain standard scenarios where a declaration by the operator is sufficient”82  

 Certified: this is a high-risk UA operation that requires “the certification of the 

UAS, a licensed remote pilot and an operator approved by the competent 

authority, in order to ensure an appropriate level of safety.”  

In August 2016, a prototype Commission Regulation on Unmanned Aircraft Operations was 

published specifically for the “open” and “specific” categories detailed above. Over the 

course of the following year, consultation regarding this regulation was held by the EASA 

with an expert group appointed by the agency. 

In May 2017, the EASA released a Notice of Proposed Amendment (NPA) for public 

consultation, the deadline for comments being August 12, 2017. Building on the prototype 

regulation released a year prior, this NPA proposes to create a new regulation for the open 

and specific categories of drone operations. 

The specific objectives of this proposal are: 

 to ensure an operation-centric, proportionate, risk- and performance-based 
regulatory framework;  

 to ensure a high and uniform level of safety for UAS;  

 to foster the development of the UAS market; and  

 to contribute to enhancing privacy, data protection, and security.  
 

Below is a summary of the most significant features of the proposed legislation, from the 

perspective of the ALADDIN project. 

The introduction of UA Zones 

The new Basic Legislation introduces the notion of 'UA Zones' in Article 12 of the proposed 

legislation. These zones are to be defined by the member states, but are to be standardized, 

with related information published in a manner and format established by EASA. There are 

to be two kinds of zones: 1) those where UAV operations are prohibited or restricted; 2) 

those that remove certain requirements in the open or specific category. As stated in the 

document, "The first type of zone may be established for safety, security, privacy or 

                                                
 

82
 Notice of Proposed Amendment 2017-05 (A), 

https://www.easa.europa.eu/sites/default/files/dfu/NPA%202017-05%20%28A%29_0.pdf, pg. 6 
(“NPA-A”). 
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environmental reasons, whereas the second one, for example, to facilitate flight testing of 

new designs or operations."83 

Addressing Safety Issues 

One of the primary objectives of the legislation is to address certain safety issues that the 

widespread use of UAVs increasing create. These can be divided into two categories: 1) Air 

risk (collision with other aircraft, manned or unmanned); 2) ground risk (collision with 

persons or critical infrastructure). 

Addressing Privacy Risks 

"UAS rules should contribute as much as possible to respecting the right to 

privacy and family life"
84

  

  
The proposed legislation is intended to not only address safety risks but also security and 

privacy risks. According to the NPA, it intends to do so through several means: 

 Registration: All UAV operators operating UAVs of more than 250 g must register. 
For those under this weight, the energy involved is low enough "to  pose only some 
negligible safety risk".  

 Electronic identification: electronic identification is required for all UAV equipped with 
an audio sensor or camera with more than 5 megapixels with a real-time video 
transmission link or any other sensor able to record personal data. 

 Geofencing: This is required for all UAV greater than 900 g.  

 UA Zone definitions: Member states can restrict zones based on security or privacy 
considerations. 

 Basic pilot competence: In the open category, UAV operators must "demonstrate 
knowledge not only of safety regulations but also of relevant EU security and 
privacy/data protection regulations."85 

  
Registration and Electronic identification are particularly useful to law enforcement 

authorities, aiding them significantly in taking action against a negligent or reckless operator. 

Electronic identification, along with geofencing, further aid in addressing security risks by 

helping to identify potential threats and categorizing zones as particularly sensitive or off-

limits. Finally, the enforcement of privacy rights are aided by electronic identification and by 

using geofencing to make certain zones privacy-focused. Registration, electronic 

identification, and geofencing are also particularly important for and are constituent elements 

                                                
 

83
 Ibid., Pg. 8. 

84
 Ibid. 

85
 Ibid., pg. 9. 
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of unmanned aircraft traffic management (UTM), otherwise known as the "U-Space" 

framework.86  

CE Marking 
 
For UAVs in the "open" category, market product legislation (CE marking) is required, 

ensuring compliance with certain technical requirements for UAVs in the open category.  

Counter-UAV measures 
 
Counter-UAV measures and systems are not addressed in the proposed legislation. 

As the NPA states, this is because "they are more related to security matters."87  

Applicability 
 
The proposed legislation is intended to applicable 2 or 3 years after its adoption by the 

European Commission. This is to allow sufficient time for both member states and 

stakeholders to comply with the requirements of the new Regulation.  

Below is a table from the NPA-A document summarizing the latest proposal (developed in 

the fifth expert group meeting between the EASA and member states which took place prior 

to the release of the NPA in May88) for the parameters of the three subcategories of the 

“open” category in the new Regulation.89  

 

 

                                                
 

86
 Ibid., pg. 12 

87
 Ibid., pg. 8 

88
 Ibid., pg. 6 

89
 Ibid., pg. 15. 

Table 1: Proposal for the parameters of the "Open" category in the new UAV Regulation 
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U-Space 

The “U-Space” framework is an initiative of the Single European Sky Air traffic management 

Research (SESAR) Joint Undertaking, funded by the European Commission.90 The U-space 

framework "comprises an extensive and scalable range of services relying on agreed EU 

standards and delivered by service providers"91 and is designed to "support safe, efficient 

and secure access to airspace for large numbers of UAS (e.g. registration, electronic 

identification, geofencing, flight approval, tracking, etc.)."92 The framework is intended to be 

implemented in 2019, and is expected  to work in conjunction with the new proposed 

legislation to provide a comprehensive spatial and regulatory environment in which very-low-

level (VLL) operations can take place.
93  

 

4.1.6 Chapter 2: Member State Countries  

 

                                                
 

90
 See “U-Space Blueprint” (June 9, 2017), https://www.sesarju.eu/u-space-blueprint. 

91
 Ibid. 

92
 NPA-A, pg. 12. 

93
 VLL refers to the portion of airspace below the minimum height allowed for visual flight rules (VFR) 

flights (typically 500 ft). ) airspace operations can take place. 
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4.2 France 

4.2.1 Key Regulators 

 DGAC (direction générale de l’Aviation civile)  

4.2.2 Relevant Legislation 

 

 Arrêté du 17 décembre 2015 relatif à l’utilisation de l’espace aérien par les aéronefs 
qui circulent sans personne à bord (Order of December 17, 2015, Regarding the Use 
of Airspace by Unmanned Aircraft) (Airspace Order) 

 Arrêté du 17 décembre 2015 relatif à la conception des aéronefs civils qui circulent 
sans personne à bord, aux conditions de leur emploi et aux capacités requises des 
personnes qui les utilisent (Order of December 17, 2015, Regarding the Creation of 
Unmanned Civil Aircraft, the Conditions of Their Use, and the Required Aptitudes of 
the Persons That Use Them) (Creation and Use Order) 

 Arrêté du 27 janvier 2017 fixant la liste des zones interdites à la prise de vue aérienne 
par appareil photographique, cinématographique ou tout autre capteur 

 Code des transports, Article L6232-4, L6131-1 and L6131-2 (UAV operator liable to 
damage of property and people on surface) 

 Code de l’Aviation Civile, Article D133-10 

 
France has long been at the forefront of regulatory initiatives of UAVs, being one of the first 

countries in Europe to enact legislation with respect to UAVs, starting in 2012. UAVs are 

defined in French legislation as “aircraft that move without any person on board”94. The 

regulation of UAVs in France is pursuant to laws that are relatively recent. Made at the end 

of 2015, these two Orders consolidated the previously complicated regime that had existed 

prior.  

The two regulations are the Order of December 17, 2015, Regarding the Use of Airspace by 

Unmanned Aircraft (Airspace Order), and the Order of December 17, 2015, Regarding the 

Creation of Unmanned Civil Aircraft, the Conditions of Their Use, and the Required Aptitudes 

of the Persons That Use Them (Creation and Use Order). These orders replaced regulations 

from 2012 that were considered insufficient and inadequate.  

                                                
 

94
 Arrêté du 17 décembre 2015 relatif à l’utilisation de l’espace aérien par les aéronefs qui circulent 

sans personne à bord (Order of December 17, 2015, Regarding the Use of Airspace by Unmanned 
Aircraft) («Airspace Order »), art. 1. 

https://www.legifrance.gouv.fr/affichTexte.do?cidTexte=JORFTEXT000033936387&dateTexte=&categorieLien=id
https://www.legifrance.gouv.fr/affichTexte.do?cidTexte=JORFTEXT000033936387&dateTexte=&categorieLien=id
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The legislation is quite detailed, and in particular has some of the most extensive 

geographical restrictions of any country in Europe. There are also substantial fines and 

possible jail time for the violation of these regulations.  

These regulations divide the use of civilian UAVs into three categories: i) hobby and 

competition flying; ii) flying for experimental activities; and iii) activités particulières (particular 

activities), which are any use that does not fall into the first two categories. While not limited 

to the commercial use of UAVs, this third category largely applies to this kind of use. UAVs 

that fall under this category are subject to a scheme of ‘scenarios’ with particular parameters, 

each with differing restrictions, and which will be elaborated upon below. 

4.2.3 Restrictions 

  

Geographical restrictions (for all categories) 
  

Civilian UAVs are restricted from being flown over the public areas of urban zones except by 

authorization of the local authorities. Further, UAVs cannot operate near fires or accident 

zones. They also cannot be used in clouds beyond visual line of sight (VLOS).
95 

Civilian UAVs cannot fly at night (save with authorization from local authorities).96 
  

In zones labelled "réglementée” or “dangereuse", which includes military installations, 

nuclear power plants, historical monuments, hospitals, prisons, and certain national parks, 

UAVs are completely forbidden absent prior authorization.97 They are also forbidden from 

zones labelled “zones interdites.”98  

In certain “espaces aériens contrôlés” (controlled airspaces) listed in Annex II 99  of the 

Airspace Order (which are air force bases),  operators of UAVs require permission and a 

“protocole d'accord” from the Air Traffic Control service in order to operate.
100  

Airports 
 

                                                
 

95
 Airspace Order, Art. 3(6). 

96
 Ibid., Art. 3(4). 

97
 Ibid., Art. 4(2). 

98
 Ibid., Art. 4(1); zones labelled "interdites”  are defined within Regulation (EU) No. 923/2012. 

99
 The list of these controlled airspaces can be found in Annex II (3). 

100
 Airspace Order, Art. 5(5), Art. 7(2), Art. 9(7). 
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UAVs cannot operate in the direct vicinity of an airfield.101 Regarding the surrounding area of 

an airfield, the restrictions on UAVs depend on the categorization of the surrounding area. 

Regulatory provisions divide areas surrounding an airfield into 3 zones: 

 Zone #1 
o The first zone is where the airfield has a runway of less than 1200m long and is 

not equipped for instrument approach procedures.  
 

o UAV use: forbidden in an area 5 km from either end of the runway and 0.5 km 
from the sides of the runway. 

o Height restrictions for UAVs from the sides of the runway: 
 Between 0.5km - 3.5km = 50 m 
 Between 3.5 km - 5 km = 100 m 

  

 Zone #2 
o The second zone is where the airfield has a runway greater than 1200m long or 

is equipped for instrument approach procedures. 
 

o UAV use: forbidden in an area 10 km from either end of runway and 2.5 km from 
sides of runway. 

o Height restrictions for UAVs from the sides of the runway: 
 Between 2.5 km - 5 km: 30 m 
 Between 5km - 8 km: 60 m 
 Between 8km - 10km: 100 m 

  

 Zone #3 
o Zone #3 refers to helipads 
o (Please refer to Annex 1 of Airspace Order for more details about UAV 

restrictions around helipads)102 
 

 Zone #4 
o Zone #4 refers to areas for Ultralight Planes  
o (Please refer to Annex 1 of Order for more details about UAV restrictions in these 

zones)103 

  
For a map of France with aerodrome zones and other restricted zones indicated (along with 
height restrictions in each zone) based on the previous 2012 French UAV legislation, see 

here.
104

  
 

Competition or Hobby Flying 
 
UAVs flown for the purpose of hobby and competition are divided into two categories: 

                                                
 

101
 Ibid., Art. 4(4). 

102
 Airspace Order, Annex 1. 

103
 Ibid. 

104
 See http://www.aip-drones.fr/carte/aip-drones/. 

http://www.aip-drones.fr/carte/aip-drones/
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Category A: 

o These are UAVs that weigh  25 kg or less. 
o UAVs in this category can fly at night in authorized areas. 
o Operators do not need any authorization from authorities beforehand. 

  
Category B 

o These are UAVs that weigh more than 25 kg 
o UAVs in this category must have authorization from DGAC in order to operate. 
o Only operators listed in the authorization document provided by DGAC can operate 

the UAV. 
o Verification of airworthiness for the UAV and the pilot’s aptitude to fly it  is required 

from the DGAC. 
o Authorized pilots are required to submit to DGAC an annual statement confirming 

that the UAV is still in compliance with the conditions of authorization. 

 
For UAVs in both category A or B the maximum height a drone can fly is 150 m, and 50 m 
above any artificial obstacle more than 100 m in height.105  
Within certain military manoeuvring and training areas106 UAVs may fly no higher than 50 m. 

The purpose of this restriction is to avoid collisions with other aircraft. 

  

“Particular Activities” 
  

This category is described in Annex 3 of the Creation and Use Order.107 This category is 

largely a ‘catch-all’ category for all activities that do not fall into the previously described 

categories, but the activities that are of primary importance to this category are those 

activities that have a commercial purpose. 

 
General Restrictions 
 

 UAVs that fly autonomously are prohibited from this category.108  

 Notification109 is required in two circumstances:
110

 

                                                
 

105
 Airspace Order, Art. 5(3). 

106
 Ibid., Art. 5(4). These authorized areas are defined in ENR 5.2.6 to ENR 5.2.10 and ENR 5.2.13 of 

the section ENR 5.2 "Zones de manœuvres et d'entraînement militaires" of Section MIAM ENR of 
Manuel d'information aéronautique militaire (MIAM), http://www.dircam.air.defense.gouv.fr/. 
107

 Creation and Use Order, Annex III. 
108

 Ibid., 1.5.1. 
109

 Notification procedures are defined by joint decision of the Minister of Civil Aviation and the 
Minister of Defense. They are brought to the attention of users through the aeronautical information 
and are published on the website www.developpement-durable.gouv.fr 
110

 Airspace Order, Art. 6(2). 

http://www.dircam.air.defense.gouv.fr/
http://www.developpement-durable.gouv.fr/
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i. UAVs fly higher than 50 m within certain military manoeuvring and training 

areas
111

. 
ii. UAVs fly outside VLOS 

 The UAV cannot be flown in a populated area unless the operator provides a prior 

declaration to the competent territorial administrator.
112

 
 If the UAV flies outside VLOS, it cannot fly higher than 50 m above the surface. 

 However, if the UAV is lighter than 2 kg, it can fly up to 150 m above the 

surface.
113

 

 If the UAV is operating in certain zones
114

 listed in Annex III of the Airspace 

Order, these height restrictions do not apply if the activities of the UAV can be 

separated from the activities of other air users within the zone.
115

 
 A certification of design (attestation de conception) is required for those UAVs 

greater than 25 kg in this category, described below, as well as a demonstration flight 
before an agent of DGAC before being authorized to perform activity in this category: 
o Certification of Design 

o An operator applies for a certification of design to the DGAC and the 
application needs to: 

o Demonstrate that an adequate analysis and tests have been 
conducted to ensure that the UAV is safe to use. 

o Include checklist of safety features 
o List the UAV’s weight limitations 
o List restrictions with regard to weather conditions 
o Detail the programmed safety mechanisms 
o Detail emergency procedures 
o Include a description of measures to protect 3rd parties 

o (at the minimum, the measures should be able to limit impact 
energy to 69 joules upon impact if the UAV drops from max 
altitude) 

o UAVs that do not require the certification nonetheless must comply with 
safety requirements and must demonstrate compliance if asked. 

 

 Operators of UAVs in this category must have a certificate of theoretical competence 
for flying manned aircraft that must be submitted to the DGAC. 

 A statement of activity (renewed every 24 months) must be made to the DGAC 
o This provides: 

o The number of hours of flight flown in the previous year; 
o A summary of any problems encountered. 

 There are additional safety feature requirements that drones in this category need. 

                                                
 

111
 Creation and Use Order, Annex III. 

112
 Airspace Order, Art. 6(1); declaration is made by the operators with five working days' notice by using 

the CERFA form “Déclaration préalable au vol en zone peuplée d'un aéronef circulant sans personne à 
bord” available from the DGAC at  www.developpement-durable.gouv.fr. 
113

 Ibid., Art. 8. 
114

 The following are the kinds of zones listed in Annex III: “zones réglementées” except those that are 
called “pénétration après contact radio”; zones de ségrégation temporaire (TSA); for State aircraft, 
control areas and terminal control areas managed by an air traffic control service provider reporting to 
the Minister of Defense. 
115

 Airspace Order, Art. 8(2). 

http://www.developpement-durable.gouv.fr/
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 UAV pilots must also take a practical training course determined by the drone 
operator as necessary to perform flights required by a 'particular activity'. 

 

Regulation laid out in Annex 3 of the Creation and Use Order
116 defines four categories of 

situations ("scenarios"") for which UAVs can operate in this category. These are: 

  

o Scenario 1 (S1):   Outside populated area, not flying over 3rd party; UAV 
within VLOS, horizontal distance of 100 m. 

 

Restrictions: 

 (none) 
 

o Scenario 2 (S2): Outside populated area, not flying over 3rd party; UAV less 
than 1 km from pilot but greater than VLOS (greater than 100m). 

 
Restrictions: 
 

 Only a UAV with a mass of less than 2 kg may fly higher than 50 m in this 

scenario.117  
 All drones that fall into this category require a Certification of Design (see above) 

 Additional safety requirements are needed to obtain this 

certification.
118

 
 

o Scenario 3 (S3): In a populated area, not flying over 3rd party. 
Restrictions: 
 

 UAV must be within VLOS, and within a horizontal distance of 100m from the 
pilot. 

 Only a tethered UAV, or an untethered UAV that is less than 8 kg, may be 
used in this scenario.  

 Any UAVs greater than 2kg in this category require an certification of design) 
as well as a system to protect 3rd parties. 

 For UAVs greater than 4kg, this system to protect 3rd parties must be 
(1) able to automatically stop propulsion system; (2) the control link for 
emergency system must be independent from UAV's main control link. 

 The system must also have an audible alarm to warn of UAV’s fall. 

 

o Scenario 4 (S4): Outside populated area. 
 

Restrictions: 

                                                
 

116
 Creation and Use Order, Annex III. 

117
 Ibid., 1.4.1 

118
 Creation and Use Order, Art. 2.6. 
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 This scenario encompasses UAVs outside populated areas that do not fall within the 

definition of S1 or S2. 
 UAV must be less than 2 kg. 
 Use of UAVs in this scenario is limited to measurement taking, aerial photography, 

observation, surveillance. 
 Pilots of UAVs in this scenario have additional requirements: 

 Manned aircraft pilot license. 
 At least 100 hrs of flight operating this aircraft. 
 20 hrs of practical experience flying UAV in the last 6 months prior to flight. 
  

Experimental or Testing Purposes 
  

The category is described in Annex II of the Creation and Use Order.119 UAVs that fall into 

this category are flown for experimental or testing purposes. For instance, prototypes or 

UAVs used to develop a new technology would fall under this category. This category is 

primarily split into two sub-categories: UAVs that are 25 kg or less than those that are more 

than 25 kg.  

 
General Restrictions 
 

 Notification
120

 is required in two circumstances:
121

 

 UAVs fly higher than 50 m within certain military manoeuvring and training 

areas
122

. 
 UAVs fly outside VLOS 

 The UAV cannot be flown in a populated area unless the operator provides a prior 

declaration to the competent territorial administrator.123 
 If the UAV flies outside VLOS, it cannot fly higher than 50 m above the surface. 

 However, if the UAV is lighter than 2 kg, it can fly up to 150 m above the surface.
124

 
 If the UAV is operating in certain zones125 listed in Annex III of the Airspace Order, 

these restrictions do not apply if the activities of the UAV can be separated from the 

activities of other air users within the zone.
126 

                                                
 

119
 Ibid., Annex II. 

120
 Notification procedures are defined by joint decision of the Minister of Civil Aviation and the 

Minister of Defense. They are brought to the attention of users through the aeronautical information 
and are published on the website www.developpement-durable.gouv.fr 
121

 Airspace Order, Art. 6(2). 
122

 Creation and Use Order, Annex III. 
123

 Airspace Order, Art. 6(1) ; declaration is made by the operators with five working days' notice by 
using the CERFA form “Déclaration préalable au vol en zone peuplée d'un aéronef circulant sans 
personne à bord” available from the DGAC at  www.developpement-durable.gouv.fr. 
124

 Ibid., Art. 6(1). 
125

 Ibid., Art. 9(1). 
126

 Ibid., Art. 9(2). 

http://www.developpement-durable.gouv.fr/
http://www.developpement-durable.gouv.fr/
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Restrictions for those UAVs in this category that are 25 KG or less: 
 
o No authorization is needed. 
o The UAV can be flown during daytime 
o The UAV must be within VLOS – which in effect means a maximum of 200 M from the 

operator of the drone. 
o The UAV must be at least 50 m from any person not involved in UAV operation 
o If the operation of the UAV which is used for the purposes described above does not 

meet the requirements set above, the UAV will need a special permit from the DGAC, as 
described below.  

  
Restrictions for UAVs in this category that are more than 25 kg 
o This category requires a special permit from DGAC. The permit application requires: 

o A description of the proposed conditions of experimental flights. 
o Measures taken to ensure safety of third parties on ground and in the air. 
o A description of proposed conditions of experimental flights must be included. 

 

  

4.2.4 Radio Frequencies 

 
UAVs within Category (i) (hobby or recreational flying) are required to operate within the 

“free” frequencies (eg. 2.4 Ghz) or on frequencies specifically authorized for this purpose, 

and cannot exceed the effective radiated power for the frequency (i.e. 100 mW for 2.4 GHz 

frequency).127 Allowed frequencies are provided by the ANFR on their website.128 

4.2.5 Data Protection 

  
Details on the data protection laws relevant to the regulation of UAVs in France can be found 

in section five. 

UAVs in Category (i) are allowed to shoot photos and video, as long as it is not for financial 

benefit or professional use.  

Article D133-10 of the Code de l'aviation civile makes it forbidden to use photographic 

equipment on UAVs in certain restricted areas and making drone pilots liable for wrongfully 

                                                
 

127
  Direction de la sécurité de l’Aviation civile, Aéronefs circulant sans personne à bord: Modèles 

Réduits et Drones de Loisir : Guide, Pg. 7. 
128

 See Tableau national de répartition des bandes de fréquence disponible sur le site de l’Agence 
Nationale des Fréquences, http://www.anfr.fr/gestion-des-frequences-sites/le-tnrbf (§§ III et VIII, 
Annex 7). 

http://www.anfr.fr/gestion-des-frequences-sites/le-tnrbf


   
 
 

 
Page 45 of 96 

D3.1 – Data protection, Social, Ethical and Legal Frameworks 
ALADDIN 
 

PUBLIC 

flying over these areas.129 An Order
130 in 2017 released a list of these areas. The list of this 

restricted areas can be seen here.131  

4.2.6 Enforcement and Penal Provisions 

  
Enforcement of the restrictions set by the above Orders are made pursuant to the 'Code des 

transports' which regulates civil aircraft in France.   

  
For operators of UAVs not complying with the safety regulations set out in the legislation, 

there is a penalty of one year's imprisonment and a fine of € 75,000.
132 

 
Operators of UAV who fly into territory in violation of an overflight ban can be punished with 

six months of imprisonment and €15 000 if it was committed due to clumsiness or 

negligence, and up to one year imprisonment and €45,000 if it was committed 

purposefully. 133  In both cases, or in cases of endangering the lives of others,
134  an 

additional penalty of confiscation of the model aircraft can also be levied.135  

 
Privacy Violations 
Purposefully capturing, recording, or transmitting words delivered privately or images of a 

person in a private place without the consent of the person constitutes a violation of privacy 

and can be punished with up to 12 months of imprisonment and a €45 000 fine.136    

 
 

4.3 United Kingdom 
 

                                                
 

129
 Code de l'aviation civile, art. D133-10. 

130
 Arrêté du 27 janvier 2017 fixant la liste des zones interdites à la prise de vue aérienne par appareil 

photographique, cinématographique ou tout autre capteur (Order of 27 January 2017) 
131

 List of restricted areas from 2017 Order: 
https://www.legifrance.gouv.fr/jo_pdf.do?id=JORFTEXT000033936387 
132

 Code des transports, Art. L6232-4. 
133

 Ibid., Art. L6232-12. 
134

 Code penal, Art. 223-1. 
135

 Code des transports, art. L6232-13. 
136

 Code penal, Art 226-1. 
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4.3.1 Key Regulators 

a. Civil Aviation Authority 

The Civil Aviation Authority is a public corporation, established in 1972, that overseas all 

aspects of civil aviation in the United Kingdom, including the regulation of aviation safety, the 

use of airspace, airlines, and airports. As part of its mandate, it also provides advice to the 

public on matters of UAV safety, and provides permission for the commercial use of UAVs. 

The Office of Communications 

Acting pursuant to the Communications Act 2003, the Office of Communications (Ofcom) is 

the regulatory authority for the telecommunications and postal industries in the United 

Kingdom. In addition to its other duties, it manages and regulates the civilian use of the radio 

spectrum, in this respect acting pursuant to the powers granted to it in the Wireless 

Telegraphy Act 2006. 

4.3.2 Key Legislation 

i. Civil Aviation Act 1982 

ii. Air Navigation Order 2016 

iii. Wireless Telegraphy Act 2006 

iv. Aviation Security Act 1982 

 

In the United Kingdom, the regulation of UAVs are under two regimes, military or civil. Any 

aircraft certified by the Secretary of Defence constitutes a military aircraft. Any aircraft that is 

not a military aircraft falls under civil legislation. This includes ‘state aircraft’ that are not 

military in nature, such as those carrying out police, coastguard, search and rescue, and 

other related activities.137 

The regulation of UAVs are covered by a patchwork of laws primarily falling within the 

domain of civil aviation. Consequently, the regulation of UAVs is covered by the Civil 

Aviation Act 1982 and the Air Navigation Order 2016 made under that Act. As civil aviation is 

regulated by the Civil Aviation Authority, and as UAVs are considered aircraft, this body is 

responsible for the regulation of UAVs. UAVs are required, unless falling under an 

exemption, to meet the same safety and operational standards as manned aircraft. The 

                                                
 

137
 CAP 772: Unmanned Aircraft System Operations in UK Airspace – Guidance, Intelligence, 

Strategy, Policy (ISP) division, Civil Aviation Authority, pg. 24 (“CAP 772”). 
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legislation categorizes UAVs into the following: those under 20 kg and those above 20 kg, 

those used for commercial and non-commercial purposes, and those with cameras and 

those without cameras. 

To aid UAV operators in complying with all regulations, the CAA published the Drone 

Code.138 

4.3.3 Restrictions 

 

A. Commercial Use 

Anyone who uses a UAV for commercial purposes must obtain a permit from the CAA, 

regardless of weight. 139  Commercial operations are defined under the Order as any 

operation, other than for public transport, that is made in return for remuneration or other 

valuable consideration, and is either a) available to the public or b) performed under the a 

contract between the operator and customer.140 Research/development work does not fall 

under this classification.141 

I. UAVs over 20 kg: 

UAVs over 20 kg must meet all the provisions of the Air Navigation Order.142 As such, the 

operators of these UAVs must have a certificate of airworthiness, have a licensed flight crew, 

obtain a permit, and follow the rules of the air. It is possible for operators to receive an 

exemption from some or all of these requirements by applying to the CAA under Art. 266.
143 

This is handled on a case-by-case basis. 

They are also required to obtain adequate levels of insurance to cover their liability in case of 

an accident.144 

II. UAVs under 20 KG 

                                                
 

138
 This document is an easy to follow guide to the rules that UAV operators must follow, and can be 

accessed here: http://dronesafe.uk/drone-code/ 
139

 ANO, Art. 94(5), the process to obtain permission from the CAA is described here: 
https://www.caa.co.uk/Commercial-industry/Aircraft/Unmanned-aircraft/Small-drones/Permissions-
and-exemptions-for-commercial-work-involving-small-drones/. 
140

 Ibid., Art 7. 
141

 CAP 772, pg. 34. 
142

 ANO, Art. 23. 
143

 Ibid., Art. 266.  
144

 Civil Aviation (Insurance) Regulations 2005. 
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UAVs under 20 kg are exempt from having to comply with the requirements set out in the Air 

Navigation Order, such as flight-crew licensing and airworthiness. The restrictions that the 

legislation imposes on small UAVs are as follows: 

 

 The dropping of articles or animals that would endanger persons or property is 

prohibited.
145

  

 Direct, unaided, visual contact (VLOS) with the UAV is required. This must be 
sufficient to monitor the flight path if the UAV in relation to the aircraft, persons, 

vehicles, vessels or structures for the purposes of avoiding collisions.
146

 This 

generally means within 500 meters horizontally from the operator. 
 

Geographical Restrictions 

The geographical restrictions for all UAVs are as follows: 

i. In addition, all UAVs generally cannot be flown over restricted areas, prohibited 

areas, and danger areas147,  (military firing ranges, etc.) except in line with the 

conditions of the respective area (such as with permission of the relevant 

authority or the CAA)148  (a list of these areas is given in the UK Integrated 

Aeronautical Information Publication (IAIP). 

ii. UAVs cannot be flown over nuclear installations pursuant to a Regulation passed 

under the ANO in 2007
149. The specific height restrictions are installation-

specific.150 

The geographical restrictions for UAVs between 7 kg - 20 kg are as follows:151 

i. Cannot be flown in controlled airspace (class A, C, D, E)
152 (except with 

permission of the CAA) 

                                                
 

145
 ANO, Art. 89(1) 

146
 Ibid., Art. 166(3)  

147
 Ibid., Schedule 1: “Danger Area” means airspace which has been notified as such within which 

activities dangerous to the flight of aircraft may take place or exist at such times as may be notified; 
“Danger Areas encompass for example; weapon ranges, including test and practice ranges for all 
types of weapons (guns, bombs, aircraft cannons and rockets etc) aerial combat training, parachutist 
training and demolition areas.” (ENR 5.1.3.2.1)  
148

 To Contact CAA Airspace Regulation Operations, call Tel 0207-4536599. 
149

 The Air Navigation (Restriction of Flying) (Nuclear Installations) Regulations 2007, Art. 3(2). 
150

 Height restrictions over nuclear installations to which UAV are subject can be found in column 4 of 
Schedule II of the Air Navigation (Restriction of Flying) (Nuclear Installations) Regulations 2007. 
151

 ANO, Art. 94(4). 
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ii. Within an aerodrome traffic zone (unless with permission of air travel control unit) 

iii. More than 400 ft above the surface (unless in controlled airspace and according 

to the restrictions of said airspace)
153 

UAVs capable of data acquisition (cameras, etc.) 

UAVs mounted with cameras or otherwise capable of data acquisition are defined as “small 

unmanned surveillance aircraft”.154 Such UAVs cannot fly: 

a. within 150 meters of, or over, a congested area; 

b. within 150 meters of, or over, an organized open-air assembly of 1,000 or 

more people; 

c. within 50 meters of any vehicle, structure, or vessel that is not under the 

control of the operator; or 

d. within 50 meters of any person not under the control of the operator,  

except with permission of the CAA.155 

4.3.4 Aviation Safety 

 

It is an offence for an operator to allow his UAV to recklessly or negligently endanger anyone 

or any property.156 

Further, UAVs can potentially be subject to Aviation safety regulations if found interfering 

with the activities of air navigation facilities or aircraft. As such, if a UAV interferes in the 

operations of property used for the provision of air navigation facilities (including land, 

buildings, equipment, or apparatus) so as to endanger an aircraft, the operator of the UAV 

could be committing a criminal offence.
157 If intent to endanger an aircraft can be proved, a 

suspect can be tried for offences against the safety of aircraft. 

 

                                                                                                                                                  
 

152
 A list of these areas can be found in Section ENR 1.4 of the UK Aeronautical Information 

Publication, here: 
http://www.ead.eurocontrol.int/pamslight/pdf/4e415453/EG/C/EN/AIP/ENR/EG_ENR_1_4_en 
153

 ANO, Art 94(4)(c). 
154

 Ibid., Art. 95. 
155

 Ibid.  
156

 Ibid., Art. 241 
157

 Aviation Security Act 1982, Art. 3. 
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4.3.5 Data Protection 

 
Details on the European data protection regime relevant to the regulation of UAVs in the 

United Kingdom can be found in Section 4 of this deliverable. 

 
According to the CCTV Code of Practice, if the UAV is used for commercial purposes, the 

operator is considered a data controller and all obligations under the Data Protection Act 

must be followed. The non-commercial use of drones to capture images has the potential to 

trigger the application of the DPA. 

 

4.3.6 Radio Frequencies 

 
UAVs are required to operate within certain frequency bands by Ofcom, the communications 

regulator for the UK. Considered air model control devices by Ofcom, they are required to 

use frequencies (MHz 34.945 to 35.305) and not exceed an effective radiated power of 

100mW.158 Further, model control equipment cannot “cause undue interference to other 

wireless telegraphy equipment".159 

 

4.3.7 Enforcement 

 

Breaches of the Air Navigation Order and Civil Aviation Act are criminal offences. The CAA 

is responsible for ensuring compliance with these laws and works with the police and other 

authorities in carrying out these tasks. The CAA takes an active role in the enforcement of 

UAV regulations, particularly with respect to commercial operators 

Local Authorities 

 
Local authorities have the ability to introduce policies to regulate use of drones on land 

owned by authority. Some local authorities have published guidance on the use of drones in 

their localities. 

                                                
 

158
 OfW 311 - Radio-controlled models, https://www.ofcom.org.uk/spectrum/radio-spectrum-and-the-

law/licence-exempt-radio-use/licence-exempt-devices/ofw311. 
159

 Ibid. 
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Past convictions 

In April 2014, the first conviction for a violation of aviation laws by the operator of a UAV took 

place in an unreported case, brought by the CAA.
160 The operator was found in breach of 

Art 167 of the ANO 2009 (now Art. 95 of ANO 2016) for flying the UAV within 50m of a 

structure (a busy bridge) and in breach of article 3(2) of the Air Navigation (Restriction of 

Flying) (Nuclear Installations) Regulations 2007 for flying over a nuclear installation.161  

 

4.3.8 Reforms 

 
On November 27, 2017, the UK introduced a draft bill, set to be published in Spring 2018, 

giving new police powers "to prevent the unsafe or criminal use of drones"162.  Among its 

provisions are: 

 

 The right of police to order operators to ground UAVs when necessary 

 Right of police to seize drone parts to prove it has been used to commit an offence 

 Mandatory safety awareness tests for UAV operators 

 registration of UAVs 
 

Unfortunately, until Spring 2018 the detailed contents of this Bill will not be known.  

 

4.4 Greece 
 

4.4.1 Key Regulators 

 

 Hellenic Civil Aviation Authority 

The Hellenic Civil Aviation Authority (HCAA) is a Civil Service under the Ministry for 

Infrastructure Transport and Networks. 

                                                
 

160
 https://www.caa.co.uk/News/First-conviction-for-illegal-use-of-an-unmanned-aircraft/ 

161
 See ‘Geographic restrictions’ sub-topic of this Section. 

162
 See “Police to be given powers to ground drones in UK crackdown”, 

https://www.theguardian.com/technology/2017/nov/27/drone-bill-police-safety-crackdown-uk-civilian-
use. 
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It is responsible for the organization, development and control of the country`s air transport 

infrastructure, as well as the study and initiation of proposals to the Minister of Infrastructure, 

Transport and Networks concerning the overall policy formulation in air transport. 

4.4.2 Key Legislation 

 

 Regulation –General framework for flights of Unmanned Aircraft Systems – UAS 

(translation)163 (‘Greek Regulation’) 

In January 2017 new legislation regulating UAVs was entered into force in Greece, replacing 

previous legislation from 2010. It is based on an EASA Technical Opinion from December 

2015 on which the Prototype’ Commission Regulation on Unmanned Aircraft Operations was 

drafted in August 2016.  

This means that like the prototype EU UAV legislation, the Greek Regulation  establishes 

three categories of UAV operations with different safety requirements, proportionate to the 

risk: 

The three-fold classification of all UAVs into ‘open’, ‘specific’, and ‘certified’ is elaborated 

upon below:  

 ‘Open’ (low risk): a category of UAV operation that does not require prior 

authorization by the HCAA before operations take place; 

 ‘Specific’ (medium risk): a category of UAV operations that requires authorization by 

the HCAA before operations takes place. It further  requires an authorisation by the 

HCC before the operation takes place and takes into account the mitigation 

measures identified in an operational risk assessment, except for certain standard 

scenarios where a declaration by the operator is sufficient; 

 ‘Certified’ (high risk): requires the certification of the UAV, a licensed remote pilot and 

an operator approved by the HCAA; 

The legislation explicitly does not apply to model aircraft, which are regulated instead by the 

HCAA Regulation on "Model aircraft flights."164 With respect to the structure of the legislation, 

Art. 1-3 provide the purpose, scope, and relevant definitions for the regulation, art. 4-5 

                                                
 

163
 Published in Government Gazette B/3152/30.9.2016 - Original text published in Greek Language. 

Translation of text here: https://dagr.hcaa.gr/docs/HCAA%20UAS%20Regulation.pdf (Hereinafter 
‘Greek Regulation’). 
164

 GG/B/9/13.1.2010 
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provide general provisions, while art. 6-9 provide provisions specific to each of the three 

categories mentioned above.  

4.4.3 Restrictions (general) 

 

Geographical restrictions 

UAVs are prohibited from use in the following areas:
165 

 Military and industrial sites, public buildings, and other areas of public interest (as 

defined by the relevant ministries);
166 

 Where flights of manned aircraft are conducted under instrument or visual flight 

rules (IFR/VFR); 

 Within Aerodrome Traffic Zones (ATZ) and in any case in less than 8 km from the 

perimeter of the airport and of the landing / take-off tracks to / from the airport; 

 Within “Prohibited Areas for flights of Unmanned Aircraft Systems” as published 

by a decision of the HCAA; 

 Within the Prohibited and Restricted areas, for flights of manned aircraft, as 

designated by the air traffic services and described in AIP Greece. 

Commercial Use 

For commercial use in any of the UAV categories, a special license issued by the HCAA / Air 

Transport and International Agreements Division is required.
167  

Insurance coverage 

Further, all UAV in “Specific”, “Certified”, “Open”-A2, and UAV used for commercial purposes, 

regardless of category, require insurance for third party liability up to €150000 for property 

and up to €1000000 for bodily injuries.
168  

4.4.4 Restrictions based on Category 

 

Open category  

                                                
 

165
 Greek Regulation, Art. 5. 

166
 Ibid., Art. 3. 

167
 Ibid. Art. 8.2.2. 

168
 Ibid., Art. 14 
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 UAVs in this category must have a maximum take-off mass (MTOM) of less than 25 

kg. 

 UAVs in this category must fly within VLOS (defined as less than 500 m from the 

UAV pilot) and cannot fly higher than 400 ft (121 m) from the ground.  

 UAVs in this category cannot fly above gatherings
169 (except for operators with 

commercial licenses registered for flights overhead groups/crowds).
170 

There are specific requirements for flights above 50 m from the ground in this category: 

- For flights higher than 50 m off the ground, the operator and pilot must be registered 

with specific registries held by HCAA.
171 

- The details of the flight plan must be submitted through a dedicated application in the 

HCAA website, where it can be evaluated against a list of the airspace structures, 

aerodromes, restricted and exclusive areas. 

Further, Category ‘Open’ is divided into three subcategories: 

o A0: MTOM of less than 1 kg 

 UAVs in this subcategory must fly less than 50 m off the ground, but if 

it has the capability to be autonomously flown, then the limit is less 

than 400 ft (121 m). 

o A1: MTOM of between 1 and 4 kg 

 UAVs in this subcategory must fly less than 400 ft (121 m) off the 

ground. 

 They also must have geo-fencing capability.
172 

o A2: MTOM between 4 kg and 25 kg 

 UAVs in this category must have geo-fencing capability. 

Specific Category 

 Category for UAS operation which is likely to pose significant risks on persons, over 

whom the operation is conducted. 

 Classification happens during registration process through a HCAA decision 

 Operation Authorization by HCAA required: 

- Among other things, the operators is required to submit a safety risk assessment 

plan which includes the areas the UAV will operate, airspace they will be flying, 

types as well as an insurance contract to cover risks for flight activities 

                                                
 

169
 Ibid., Art. 5 

170
 Ibid., Art. 6 

171
 Registration will be made by filing information in an electronic form that will be provided by the 

HCAA website and sent electronically (email, FAX) to HCAA, with the parallel requirement for 
identification/ confirmation at Citizen Service Centers or other competent body and alternatively with 
statutory procedures (in case of introduction of electronic signature).  
172

 Greek Regulations, art. 7.1.2. 
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 If UAVs in this category are operating commercially, there are additional 

requirements.173 

Certified Category 

- UAVs in this category are certified by a decision of HCAA/Flight Standards Division 

after registration
174 under the relevant provisions in the Code of Aviation Law175 

(applied proportionally).  

- The operator of the UAV falling into this category requires a certificate of UAS 

Operator (Restricted Operations Certificate – ROC) in accordance with provisions in 

Art. 16. 

- The operator of a UAV in this category assumes similar responsibilities as those who 

operate manned aircraft.
176 

- Insurance coverage is required (see ‘Insurance Coverage’, above). 

4.4.5 Radio Frequencies 

 

UAVs are required to operate within certain frequency bands by the Hellenic 

Telecommunications and Post Commission (EETT). These frequencies are listed in the 

National Frequency Table and Annex A.1 of the Regulation of Terms of Use of Individual 

Radio Frequencies or Spectrum Zones of National Telecommunications and Post-

commission (Government Gazette 1713 / B / 26.6.2014). 

 

4.4.6 Personal Data 

 
Currently, data protection law in Greece is regulated by Law 2472/1997 on the Protection of 

Individuals with regard to the Processing of Personal Data, which is The main Greek 

legislative initiative translating Directive 95/46/EC. Like other EU member states, the GDPR 

will come effect in Greece in May 2018. Directive (EU) 2016/680 (on the processing of data 

                                                
 

173
 (1) Registration of the UAS in a Special Registry in accordance with Article 10 of this 

Regulation; (2) Registration of the operator and the UAS remote pilots in a Special Registry kept by 
the HCAA in accordance with Article 11 of present Regulation and submission of a Common Use 
Criminal Record for both of them (Operator and remote pilot); (3) Obtainment of specific permit 
(license) by the HCAA / Air Transport and International Agreements Division with the payment of the 
respective fee. 
174

 Registration in this category requires: 1) Registration of aircraft in Registry of Greek Civil Aircraft, 
which grants the UAV nationality and registration marks; (2) Issuance of Special Certification of 
Airworthiness (CofA). The conditions for this CofA are given in Greek Regulations, Art. 17. 
175

 Law. 1815/1988 
176

 Greek Regulations, Art. 9(3). 
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for criminal justice purposes) has yet to be transposed into Greek law, and Greece has until 

May 2018 to do so. 

 
The Hellenic Data Protection Authority was established with Law 2472/1997. 
 
All processing of personal data during civilian UAV flights must be in accordance with the 

provisions of Law 2472/1997 on the protection of personal data. 

 

4.4.7 Enforcement  

 
The HCAA is responsible for the enforcement of the provisions of the General Framework for 

Flights of Unmanned Aircraft Systems. Breaching the provisions of the regulation make the 

operator liable for a fine as per Art. 153 of the Code of Air Law as applicable, depending on 

the seriousness of the infringement levied by the HCAA.  This includes violations of 

regulations pertaining to use of radio frequencies as well.177 

 

4.5 Spain 

4.5.1 Key Regulators 

 Agencia Estatal de Seguridad Aérea (AESA) 

4.5.2 Key Legislation 

 Real Decreto 1036/2017, de 15 de diciembre, por el que se regula la utilización civil de 

las aeronaves pilotadas por control remoto, y se modifican el Real Decreto 552/2014, de 

27 de junio, por el que se desarrolla el Reglamento del aire y disposiciones operativas 

comunes para los servicios y procedimientos de navegación aérea y el Real Decreto 

57/2002, de 18 de enero, por el que se aprueba el Reglamento de Circulación Aérea 

(Royal Decree 1036/2017). 

 

 Real Decreto 552/2014, de 27 de junio, por el que se desarrolla el Reglamento del aire y 

disposiciones operativas comunes para los servicios y procedimientos de navegación 

aérea y se modifica el Real Decreto 57/2002, de 18 de enero, por el que se aprueba el 

Reglamento de Circulación Aérea (Royal Decree 552/2014) (modified by Royal Decree 

1036/2017)
178 

 

                                                
 

177
 Ibid., art. 22. 

178
 Real Decreto 1036/2017 (hereafter ‘Decree’), First final provision. 
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Spain implemented new UAV regulations, Real Decreto 1036/2017 (Royal Decree 

1036/2017), in December 2017, replacing previous legislation passed in 2015. Notably, the 

regulations are aimed not only at operators or owners of UAVs but equally to manufactures 

of UAVs, specifying the manufacturing and design requirements
179 The regulation divides 

UAVs based on a few key characteristics, primarily: over/under 25 kg and kind of use 

(recreational/non-recreational). Interestingly, it exempts UAVs used for recreational 

purposes from the bulk of the legislation, saving them for the “Disposición adicional” at the 

end of the regulation text. Furthermore, the regulations partially exempt the use of UAVs by 

police operations of much of the requirements of the regulation.180 The Decree defines 

UAVs as “aircraft that fly without a pilot on board”, and which can either be fully controlled by 

the remote pilot, remotely piloted aircraft, or be programmed and be completely 

autonomous.181 

4.5.3 Restrictions 

 

Given the extensive scope of this legislation, regulating not only the use of UAVs by 

operators but also specifying manufacturing and technical guidelines, for the sake of brevity 

this section will be primarily concerned with noting restrictions on the use of UAVs that are 

largely spatial in nature. 

Geographical Restrictions 

Certain areas are restricted for all UAVs, including those used for purely recreational/hobby 

purposes, or otherwise require express permission from the competent parties. These 

restrictions are as follows: 

I. Facilities used for national defence or state security, including nuclear power plants 

(unless prior permission from person in charge of infrastructure)
182

 
II. For facilities of critical infrastructure of the sectors elaborated in Law 8/2011 of April 28 

in the chemical, transport, energy, water and informational and communication 
technology, minimum height of 50 m above them, and 25 m horizontally (in case of 

linear infrastructure), and 10 m from outer perimeter in other cases.
183

  
 

                                                
 

179
 Ibid., art. 14-17. 

180
 Only chapters I and II of the law is applied in these cases, see Ibid., art. 3(2). 

181
 Ibid, art. 5. 

182
 Ibid., art. 32. 

183
 Ibid. 
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UAVs used for purely sports, recreational, competition, and exhibition activities 

The Regulation treats UAVs used for purely sports, recreational, competition, and exhibition 

activities differently than those UAVs used for other purposes. The regulation, in Article 1 

and 2, exempts UAVs used for these activities from the bulk of the provisions. However, at 

the end of the regulation, in Additional Provision 2 and 3, it does impose some requirements 

on this category.  

UAVs falling into this category: 
i. are restricted from airports; 
ii. are restricted from controlled airspace, flight information zones (FIZ) or aerodrome 

transit zone (ATZ), except in relation to operations carried out from infrastructures 
for UAVs; 

iii. are restricted to a Maximum height of 400 ft (120m); 
iv. can only be flown during Daytime; 
v. must be within VLOS; 

vi. and for those UAVs under 2kg, the height limit is reduced to 50 m from ground 

(although there are no daytime restrictions).
184

 
  

UAVs in this category are further prohibited from:185 
i. Agglomerations of buildings in cities, towns or places, groups of people outdoors; 

 Exception: UAV under 250g can fly up to 20m in height in these areas. 

ii. Reserved areas, prohibited areas, areas restricted to air navigation. 
 

Specialized Operations 

‘Specialized air operations’, along with “experimental flights”, are the two main categories 

that this regulation seeks to govern and for which the bulk of the Decree is concerned. 

Generally speaking, all UAV operations that are not operations for the purposes of aerial 

exhibitions, sports, recreation or competition, or experimental flights are part of this group.
186 

Commercial operations fall under “specialized air operations”187. 

Article 5 of the Royal Decree defines “Specialized air operations” as the following 

(translated): 

also known as technical, scientific or aerial work: Any operation, whether commercial 

or non-commercial, other than an air transport operation, in which a remotely piloted 

aircraft (RPA) is used to perform specialized activities, such as research and 

                                                
 

184
 Ibid., Additional Provision 2. 

185
 Ibid., Additional Provision 3. 

186
 Ibid., Art 1. 

187
 Ibid., Art 5. 
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development activities, agroforestry activities, aerial surveys, photography, 

surveillance, observation and patrol, including filming, aerial advertising, radio and 

television broadcasts, firefighting, pollution control, prevention and emergency control, 

search and rescue or training and practical training of remote pilots.188  

Experimental Flights 

This category of UAV operations is defined in Article 5.189 These are UAV operations for the 

purposes of maintenance by the manufacturer, for demonstration, for research purposes, 

and so forth.  

Restrictions (general – common to both “specialized air operations” and “experimental 

flights”): 

- All UAVs in these categories (specialized and experimental uses) need an 

identification plate on them. The procedures surrounding the plate are described in 

Article 8.190 

- At all times, the pilot needs to be able to intervene in the operations of the UAV. Note 

that the law does not appear to explicitly prohibit autonomous UAVs, it merely 

requires for the ability for the pilot to intervene at all times.191 

- UAVs in this category require a restricted certificate of airworthiness
192 and 

registration in the Civil Aircraft Register
193 

- However, those UAVs under 25 kg are exempted from the requirement of both the 

certificate of airworthiness and registration 

- Prior notification: For UAVs in the “Specialized air operations” category without an 

airworthiness certification over 50 kg and those in the “experimental flights” category 

under 25 kg require prior notification to the AESA
194 

                                                
 

188
 Ibid. 

189
 Experimental flights are defined in Article 5 as the following: Experimental flights: The following 

flights:  
1. Production and maintenance test flights, carried out by manufacturers or organizations dedicated to 
maintenance.  
2nd Demonstration flights not open to the public, directed to closed groups of attendees by the 
organizer of a certain event or by a manufacturer or operator for potential customers.  
3. Flights for research programs, carried out on behalf of the person who manages the program, in 
which the aim is to demonstrate the feasibility of carrying out a certain activity with remotely piloted 
aircraft (RPA). 
190

 Ibid., Art 8. 
191

 Ibid., Art. 4. 
192

 The procedures for this are established in Annex I, Part 21 of Regulation (EU) No. 748 / 2012. 
193

 Decree., Article 10. 
194

 Ibid, art. 39. 
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- Prior authorization: flights these categories (specialized operations and 

experimental flights) above 25 kg require need prior authorization by the AESA. The 

other situations for which prior authorization is required is stated in Article 40.195 

- In Controlled airspace, if a UAV exceeds 25 kg or the operations are beyond VLOS, it 

requires  a Mode S transponder.196 

 

Additional Requirements for Those UAVs that do not have airworthiness certificate 

- UAVs must operate outside agglomerations of buildings in cities, towns or inhabited 

places or groups of people 

- UAVs are restricted from controlled airspace, flight information zones (FIZ) or 

aerodrome transit zone (ATZ), except in relation to operations carried out from 

infrastructures for UAVs. 

o UAVs under 2 kg do not have the above restrictions.197 

- UAVs are restricted to a Maximum height of 400 ft (120m) 

- UAVs must stay within either i) VLOS or ii) EVLOS
198 with a maximum of 500 m from 

the pilot or observers 

- If operating beyond visual line of sight (BVLOS), then the operations can only take 

place in any of the three conditions below: 

A. UAV is 2 kg or less 

B. The UAV has a detection system approved by the AESA
199 that allows the 

pilot to detect and avoid other airspace users. 

C. The operations take place in temporarily segregated airspace (TSA) for that 

purpose 

- If the UAV is operating in agglomerations of buildings in cities, towns or inhabited 

places or outdoor gatherings: 

A. UAV must be less than 10 kg 

B. UAV must be within VLOS (with a maximum distance of 100 m) 

C. Maximum height of UAV is 400 feet (120 m) 

D. UAV must operate 50 m horizontally from any buildings or other structures or 

people (other than those involved in operation)200 

                                                
 

195
 Ibid., Art. 40. 

196
 Royal Decree 552/2014, Art 23(2) quarter. 

197
 Decree, Article 21(@).  

198
 Extended VLOS: Operations in which direct visual contact with the aircraft is satisfied using 

alternative means, in particular, observers in permanent contact with radio with the pilot, see art. 5. 
199

 the Director of the State Aviation Safety Agency may approve, by resolution published in the 
"Official State Gazette", acceptable means of compliance based on the technical standards 
established for that purpose. , among others, by the International Civil Aviation Organization (ICAO), 
the European Aviation Safety Agency (EASA) or, failing that, by other aeronautical authorities that it 
considers; see Ibid., Article 21(2)(b) 
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Special air operations-specific restrictions: 

- Minimum distance from any airport or aerodrome, access to controlled airspace or 

flight information zone is given in Article 24 of the Royal Decree, as well as the 

procedures that must be followed
201 

Experimental-flight specific restrictions: 

- Those UAVs that fall into this category that weigh more than 25 kg do not require 

certificate of airworthiness. Instead, it would need a “special certificate for 

experimental flights”, obtained from the AESA. Article 12 details the procedures to 

obtain this.202 

- UAVs in this category must always be within VLOS or within a TSA for this purpose. 

- Operations must operate outside agglomerations of buildings in cities, towns or 

inhabited places or groups of people. 

- UAVs are restricted from controlled airspace, flight information zones (FIZ) or 

aerodrome transit zone (ATZ). 

- A zone of security in relation to the area that will be used during the operation must 

be created.
203 

 

4.5.4 Radio Frequencies 

 

The use of radio frequencies for the command and control link must be done in accordance 

with Spanish telecommunications regulations – it necessary to obtain qualifying title 

according to these regulations
204 (this is likely directed at the manufacturer). 

                                                                                                                                                  
 

200
 Ibid, Article 21(3). 

201
 See article 23 ter.3, letters b) and c), of Royal Decree 552/2014 of June 27 for a listing of the 

minimum distances in relation to the specified areas; Ibid., Art. 24 (1), (2) 
202

 For the special certificate for experimental flights, the applicant is required to:  
a) Document the characterization of the aircraft in the terms provided in the article 26(a).  
b) Establish a security zone, in accordance with the provisions of article 23.2, 
 c) Conduct an aeronautical safety study in accordance with the provisions of article 26(b).  
d) Documentary justification of the capacity of the aircraft to carry out safely the proposed flights, 
defining the conditions or restrictions considered necessary for this purpose. 
e) Define the method to be used to control the configuration of the RPAS, in order to ensure that it 
meets the conditions established in article 4. The special certificate for experimental flights will specify 
the conditions or limitations applicable to operations, including those related to the areas of operations 
and the use of airspace. In the event that the flights to be carried out require the use of temporarily 
segregated airspace (TSA), the special certificate for experimental flights shall be deemed 
conditioned, in any case, to such flights being carried out in a temporarily segregated space (TSA) at 
effect; for more details, see Ibid., Art. 12. 
203

 Ibid., Art. 23(2) 
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4.5.5 Enforcement 

 
Violations of the Royal Decree are considered administrative infractions in the field of civil 

aviation in accordance with the provisions of Law 21/2003, of July 7, on Air Safety.205 

 

PART 3: Counter Drone Technology: Legal Frameworks 

In Part 3 of this deliverable, the legal frameworks relevant to the counter-UAV technology 

that comprises the ALADDIN system will be examined. This will be done in two Sections, 

based on how the technology can be classified from a regulatory standpoint. 

Counter-UAV technology can be divided into two distinct technologies from a regulatory 

aspect. They are: 

1) Detection technologies 

2) Neutralization technologies 

From a regulatory standpoint, the detection component can trigger the application of 

European data protection laws, or the relevant member state law with regard to video 

surveillance. As such, Section 5 will examine the legal frameworks with respect to European 

data protection law relevant to the ALADDIN project.   

Neutralization technologies, on the other hand, could potentially be subject to a wide array of 

different regulations from several different bodies of law, ranging from aviation to 

telecommunication to criminal law. Of course, these vary depending on the means of 

neutralization. As such, Section 6 will examine the legal frameworks relevant to the various 

hypothetical means of neutralization that the ALADDIN system could employ. 

 

                                                                                                                                                  
 

204
 Ibid, Art. 13. 

205
 Ibid, Art. 7. 
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5. Application of the European Data Protection Regime 
to ALADDIN 

 
This section will explore the potential impact of European data protection law on the 

ALADDIN project. This approach is the most important legal approach that is concerned with 

protecting informational forms of privacy (as discussed from an ethical and theoretical 

viewpoint in Section 2). Data protection law may be most relevant to the ALADDIN project 

with respect to the detection, identification, and classification component of the system. 

Particularly, this can involve the UAV/operator/pilot registration and identification information 

that could constitute personal data. To a lesser extent, data protection law may also be 

relevant in the context of the conduct of the research itself – research that may involve 

particular individuals (whose personal data might be captured by sensors in use case 

scenarios). 

Data protection is conceptually different than the privacy approaches discussed in Section 3 

most notably because its engagement does not depend on demonstrating that harm has 

occurred to a particular complainant (i.e. an infringement of privacy, harm to reputation or 

something similar).206  Instead, data protection approaches present a number of rules and 

principles that must be adhered to in all cases of data processing. Not following such rules 

and principles will immediately lead to a data protection breach which would not only give 

rise to legal action against the data controller but also the possibility of damages for the data 

subject involved. Data protection frameworks are overseen by national authorities in each 

Member State of the EU.207 These have the power to investigate the use of personal data of 

organizations in order to ensure that they are complying with the data protection framework 

in place. There is, therefore, both a moral imperative and a practical imperative to respect 

data protection rules and principles. 

5.1 ALADDIN and personal data 
The EU’s data protection regime applies when personal data is being processed. As is 

discussed further below in sub-section 10, personal data is defined in the GDPR (Article 4.1) 

as: 

                                                
 

206
 P. De Hert and S. Gutwirth, 2006 

207
 Gutwirth, Serge, et al., eds. European data protection: in good health?. Springer Science & 

Business Media, 2012. 
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any information relating to an identified or identifiable natural person (‘data 

subject’); an identifiable natural person is one who can be identified, 

directly or indirectly, in particular by reference to an identifier such as a 

name, an identification number, location data, an online identifier or to one 

or more factors specific to the physical, physiological, genetic, mental, 

economic, cultural or social identity of that natural person"
208

 

Where data cannot be linked to a specific individual it will not be classed as ‘personal data’ 

and consequently not enjoy the protection of the EU’s data protection framework. At the time 

of writing it is still not certain whether the ALADDIN system would involve the use of 

personal data. This is because at this time it is not known whether the data capture 

capabilities of the system will be sufficient to identify individuals, through facial images or 

license plate numbers on UAVs, for instance, or whether it will make use of registration or 

identification information obtained electronically. 

Given that this is not yet certain it is wise to consider the potential impact of data protection 

legislation should this happen. Furthermore, the development of the ALADDIN prototype is 

likely to involve trials and experimentation which may involve the use of personal data. It is 

important to consider the application of data protection legislation to both of these contexts 

(i.e. the use of a ALADDIN prototype for matters of surveillance and UAV detection and the 

use of personal data for research purposes in the ALADDIN project). As the sections below 

indicate, the potential application of data protection law is different for each type of activity 

and should be considered carefully. 

5.2 The Council of Europe’s data protection approach 

  
The Council of Europe (CoE) adopted, in 1981 the Convention for the Protection of 

Individuals with regard to Automatic Processing of Personal Data (No 108) with an additional 

protocol regarding supervisory authorities and trans border data flows (No 181). The 

Convention applies to both private and public sectors (Article 3(1)), including police and 

judicial issues, unless a member state opt-outs (Article 3(2)).  Despite being supervised by 

the CoE these conventions are open not only to Member States of the Council of Europe but 

also to any other state that wishes to join them. In addition to the convention the CoE has 

                                                
 

208
 Regulation 2016/679, art. 4.1. 
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also adopted a number of recommendations directed at Member States concerning data 

protection.209  

5.3 The EU’s Data Protection Approach 

  
The EU’s data protection approach is particularly important given that it has created law that 

is binding in all the Member States of the EU. This means that the principles and rules it 

creates are capable of giving rise to both legally enforceable obligations for data 

controllers/processors, and rights for the data subjects concerned. EU rules concerning data 

protection are found both in primary law (i.e. in the EU treaties) and in secondary law 

(legislative initiatives such as directives and regulations). The former represent general 

principles and commitments that often form the legal basis for more precise legislative and 

judicial initiatives. The latter represent more complex binding rules that can be applied in a 

wide range of circumstances. 210  The most important elements with regards to data 

protection are outlined in both below.211 

  

5.4 Fundamental Commitments in Primary Law  
  

The European Union’s Charter of the Fundamental Rights (CFR) entered into force after the 

enactment of the Lisbon Treaty. It explicitly recognizes a fundamental right to data protection 

with Article 8 stating: 

1. Everyone has the right to the protection of personal data concerning him or her.  

2. Such data must be processed fairly for specified purposes and on the basis of the 

consent of the person concerned or some other legitimate basis laid down by law. 

Everyone has the right of access to data which has been collected concerning him or 

her, and the right to have it rectified.  

3. Compliance with these rules shall be subject to control by an independent 

authority. 

                                                
 

209
 Quinn, Paul, supra note 2 at s.5.2. 

210
 Quinn, Paul, supra note 2 at 5.3. 

211
 Ibid. at 5.4. 
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In addition to the CFR, the EU treaties themselves (which amount to primary law in EU 

terms) refer to the need to protect personal data (Article 16 of Treaty on the Functioning of 

the European Union (TFEU) and Art. 39 of Treaty on the European Union). 

  

5.5 EU Legislative Initiatives (Secondary Law) 

 
Legal declarations such as those above represent general requirements and principles that 

apply in the interpretation and application of European Union law. Of more practical 

importance are the specific legislative initiatives that the EU has taken with regard to data 

protection. Until recently, these have generally taken the form of Directives which have been 

transposed into national law. This process of transposition allows for some variation along 

national lines whilst preserving the essential context of the directive concerned. However, 

with the onset of the General Data Protection Regulation (‘GDPR’), this approach is being 

overtaken, and the new Regulation takes binding legal effect in all member states on a set 

date. The most important of these legislative initiatives are: 

A. Directive 95/46/EC  

The full name of this legislation is Directive 95/46/EC of the European Parliament and of the 

Council of 24 October 1995 on the protection of individuals with regard to the processing of 

personal data and on the free movement of such data, otherwise known as the 1995 Data 

Protection Directive. This has been the chief instrument of data protection at the European 

level for the last few decades. As a Directive, it is the responsibility of member states to 

transpose it into member state law. However, this Directive will only be in effect until May 25, 

2018, after which the GDPR will apply (see below).  

B. Regulation 2016/679 (‘General Data Protection Regulation’) 

The full name of this legislation is Regulation 2016/679  on the protection of natural persons 

with regard to the processing of personal data and on the free movement of such data and 

repealing directive 95/46/EC. It is otherwise known as the General Data Protection 

Regulation, and replaces the previous regime of European data protection law embodied in 

Directive 95/46/EC. As a Regulation rather than a Directive, it takes force in member states 

without being transposed into member state law. It will take effect as of May 25, 2018.    
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C. Directive (EU) 2016/680 (‘Police and Criminal Justice Data Protection 

Directive’) 

The full name of this legislation is Directive (EU) 2016/680 of the European Parliament and 

of the Council of 27 April 2016 on the protection of natural persons with regard to the 

processing of personal data by competent authorities for the purposes of the prevention, 

investigation, detection or prosecution of criminal offences or the execution of criminal 

penalties, and on the free movement of such data, and repealing Council Framework 

Decision 2008/977/JHA. For reasons given below, this Directive is likely to be most 

important to ALADDIN from the perspective of data protection law.  

5.5.1 Scope of application of European Data Protection Schemes 

 

With respect to ALADDIN, the two main legislative initiatives that are likely to be relevant to 

the project are the GDPR and Police and Criminal Justice Data Protection Directive. While 

Directive 95/46/EC is still in force, this will only be until May 2018 when the GDPR takes 

effect. 

Context in which Directive (EU) 2016/680, the Police and Criminal Justice Data 
Protection Directive, applies 

 

Directive 2016/680 applies to certain data processing activities related to law enforcement. 

Particularly, its scope is limited to the "processing of personal data by competent authorities 

for the purposes of the prevention, investigation, detection or prosecution of criminal 

offences or the execution of criminal penalties". As such, its scope does not encompass 

all data processing activities in the police and justice sectors but only that processing which 

is for the purposes enumerated.  For the processing of personal data by "competent 

authorities" for other purposes, the GDPR applies. Note that this does not cover processing 

in the context of criminal court proceedings. Further, it does not only apply to the police and 

justice sectors. "Competent authority" can mean "any other body or entity entrusted by 

Member State law to exercise public authority and public powers for the purposes of this 

Directive."212   

Further, the Directive does not cover data processing in the course of an activity that falls 

outside the scope of European Union Law. Activities that fall outside the scope of Union Law 

                                                
 

212
 Directive (EU) 2016/680, Recital 11. 
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include "activities concerning national security" and activities within the scope of Chapter 2: 

"Policies on border checks, asylum, and immigration" of Title V of the  TEU.213 This can 

create some confusion on the applicability of this provision in countries where national law 

does not distinguish between national security and policing function.
214215 

Finally, it is important to note that as a Directive, it needs to be transposed into national law 

to have effect in the respective member state. This process of transposition allows for some 

variation along national lines whilst preserving the essential context of the directive 

concerned.   

  

Context in which Regulation (EU) 2016/679 (GDPR) applies: 
 

The GDPR applies to the processing of all personal data of individuals residing in EU 

member states. As mentioned above, it does not apply to the processing of personal data 

"by competent authorities for the purposes of the prevention, investigation, detection or 

prosecution of criminal offences or the execution of criminal penalties" which specifically 

includes "the safeguarding against and the prevention of threats to public security and the 

free movement of such data".216 Nor does it apply to processing of a purely personal or 

household activity with no connection to a professional or commercial activity.217 Finally, like 

the Directive above, it does not apply to processing related to activities outside Union law, 

including activities concerning national security.   

 

5.6 The main regulatory actors concerned with privacy and 

data protection. 

  
Although Regulation 2016/679 (and  Directive 95/46/EC) and Directive 2016/680 are 

European legislative initiatives, the main regulatory bodies it foresees for the enforcement of 

data protection law are established at the national level. These take the form of National 

                                                
 

213
 Directive (EU) 2016/680, Recital 14. 

214
 See TJ McIntyre, https://www.law.kuleuven.be/citip/blog/the-directive-for-data-protection-in-the-

police-and-justice-sectors-towards-better-data-protection/ 
215

 See also de Hert, Paul, and Vagelis Papakonstantinou. "The New Police and Criminal Justice Data 
Protection Directive: A First Analysis." New Journal of European Criminal Law 7.1 (2016): 7-19. 
216

 Regulation 2016/679, Recital 19.   
217

 Ibid., Recital 18. 
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Data Protection Authorities (sometimes known as ‘National Data Protection 

Commissioners’). Their existence is mandated by both  Regulation 2016/679 and Directive 

2016/680 which requires that each Member State maintain a national institution upon its 

territory responsible for the oversight of data protection issues. 218  National authorities 

should, in principle, have the power to power of “investigation, of intervention and of 

engagement in legal proceedings) and 28(4) (power to hear claims)”, though not all national 

authorities use these powers effectively.219  

At the European level exists the European Data Protection Supervisor (the EDPS).220 The 

role of the EDPS is to supervise the EU institutions, bodies, offices, and other agencies. The 

EDPS may therefore be contacted for queries concerning European research projects. While 

the EDPS has a role in fostering co-operation and consultation between national authorities, 

it has no powers of oversight or control.221 

 

5.7 Data Protection Requirements of Potential Application to 

the ALADDIN project. 

  
This section describes key principles that must be adhered to in all instances of data 

processing, including processing of data that may occur in the context of the ALADDIN 

project. 

  

5.7.1 Data Processing Must Have a Legal Basis 

  
Regulation 2016/679 – The GDPR 

                                                
 

218
 For more of the National DP Authorities see report published in 2010 by the European Union 

Agency for Fundamental Rights ‘Data Protection in the European Union: the role of National Data 
Protection Authorities’. Available at http://fra.europa.eu/sites/default/files/fra_uploads/815-Data-
protection_en.pdf 
219

 Ibid, p. 22. 
220

 Established by Regulation (EC) No 45/2001 of the European Parliament and of the Council of 18 
December 2000 on the protection of individuals with regard to the processing of personal data by the 
Community institutions and bodies and on the free movement of such data. 
221

 Quinn, Paul, supra note 2 at s.5.3.3. 

file:///C:/Users/deepa/Dropbox/Brussels/VUB/ALADDIN/Legal%20Deliverable/D2.1%20v%200.25%20Report%20on%20the%20Data%20Protection,%20Privacy,%20Ethical%20and%20Criminal%20law%20Frameworks%20%5b1653%5d.docx%23_ftn2
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Article 6 of the GDPR demands that the processing of personal data must have a legal basis 

to be lawfully processed. In order to comply with such requirements personal data may be 

processed for one of the following reasons:
222 

(i) the data subject has unambiguously given his consent; or 

(ii) processing is necessary for the performance of a contract to which the data 

subject is party or in order to take steps at the request of the data subject prior to 

entering into a contract; or 

(iii) processing is necessary for compliance with a legal obligation to which the 

controller is subject; or 

(iv) processing is necessary in order to protect the vital interests of the data subject; 

or 

(v) processing is necessary for the performance of a task carried out in the public 

interest or in the exercise of official authority vested in the controller or in a third party 

to whom the data are disclosed; or 

(vi) processing is necessary for the purposes of the legitimate interests pursued by 

the controller or by the third party or parties to whom the data are disclosed, except 

where such interests are overridden by the interests for fundamental rights and 

freedoms of the data subject which require protection. 

With regards to research within the context of the ALADDIN project the most relevant legal 

base is (i) as described above i.e. the consent of the data subject. Consent will therefore be 

necessary where research subjects are to be used to provide personal data for the purposes 

of research within the project. Such consent should be provided in an unambiguous manner 

by those involved. 

The use of an ALADDIN prototype by law enforcement for the detection of the criminal use 

of drones is another matter. Such use may be exempted from the field of application of 

GDPR by Recital 19 which excludes its application to personal data being used in 

connection with police and criminal justice activities (on grounds of public safety, public 

security, and public order.).  

                                                
 

222
 Regulation 2016/679, Art. 6. 
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Directive (EU) 2016/680 - the Police and Criminal Justice Data Protection Directive 

However, in this case, such use may fall under the ambit of Directive (EU) 2016/680, which, 

as stated earlier, covers processing of personal data by competent authorities for the 

purposes of the prevention, investigation, detection or prosecution of criminal offences or the 

execution of criminal penalties.  

In practical terms, the legal bases on which the processing of personal data is authorized 

under Directive (EU) 2016/680 are provided in Article 8 of the Directive. The lawfulness of 

the processing of personal data by the competent authorities for the purposes given above is 

dependent on this processing being necessary for the performance of a task. It is further 

dependent on the processing being based on Union or Member State Law. 

One distinction between the processing falling under the Directive rather than the GDPR is 

that the requirements for processing are more flexible. For instance, the consent of the data 

subject is not required for the processing of personal data by the competent authorities when 

they order the data subject to comply with requests made in order to perform the tasks of 

preventing, investigating, detecting or prosecuting criminal offences.223 Keep in mind that 

this does not mean law enforcement authorities can process personal data at will provided it 

is for the purpose of preventing crime – for the processing to be lawful it needs to be made 

pursuant to member state law. If there is no law authorizing the data processing by the 

competent authority (police, airport authorities, etc.) it will not be lawful. The less restrictive 

approach taken with the Directive is largely to give member states flexibility in their own 

requirements in the member state law authorizing the processing by the competent authority 

to take place.224  

The Directive not does not preclude the member state law authorizing the particular activity 

to take place from having additional requirements, such as consent, in order to take place.
225 

It does, however, as stated in Article 8.2, require that such member state law authorizing the 

particular processing activity to take place specify the objectives of the processing, the kind 

of personal data that will be processed, and its purpose.226 

                                                
 

223
 Ibid., Recital 35 

224
 De Hert, Paul, and Vagelis Papakonstantinou. "The New Police and Criminal Justice Data 

Protection Directive: A First Analysis." New Journal of European Criminal Law 7.1 (2016): 7-19. 
225

 Regulation 2016/679, Recital 35. 
226

 Directive (EU) 2016/680, art. 8. 
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Nevertheless, from the perspective of European data protection law, this may mean that the 

requirements for the processing of personal data that falls within the scope of the Directive 

may have more uncertainty and hinge upon the particularities of individual member state 

law. As such, the use of personal data in circumstances falling under the scope of the 

Directive does not mean that it is beyond legal scrutiny. This may have relevance to the 

incidental processing of personal data through the audio or visual capabilities of the sensor 

components of the ALADDIN system.  

Finally, it is important to note that laws pertaining to privacy will still apply (these were 

discussed in greater detail in Section 3 above). This includes requirements (such as those 

described by the ECtHR) concerning necessity, legality and legal basis (the activity in 

question having a legitimate aim).  

  

5.7.2 Sensitive data 

  
Sensitive data is a category of data created by Directive 95/46/EC

227 and that remains in 

GDPR for which there are stricter requirements on the processing of such data.
228  At 

present it does not appear likely that the ALADDIN project will involve the processing of 

sensitive data. In order to full consider their potential application, the following text briefly 

describes the properties of sensitive data and the requirements that pertain to their 

processing. 

Sensitive data is data that can reveal aspects such racial or ethnic origin, political opinions, 

religious or philosophical beliefs, trade union membership and concerning health or sex life” 

concerning a particular individual.229 In principle the processing of such data is forbidden. 

Article 9(2) however lists certain exceptions. Where none of exceptions are met, processing 

of sensitive data may be permitted where such processing would be in the public interest 

and a number of conditions are met. These involve that the measures in question be 

described in legislation and that certain measures be taken in order to ensure the security of 

                                                
 

227
 P. Quinn, A. Habbig, E. Mantovani and P. De Hert, The Data Protection and Medical Device 

Frameworks ? Obstacles to the Deployment of mHealth across Europe?', European Journal of Health 
law, 20,(2) (2013) pp. 185-204 
228

 Regulation 2016/679, Art. 9. 
229

 Regulation 2016/679, Art. 9.1. 
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the data in question.  Given that specific legislation is required, such an option is not likely to 

be available to the ALADDIN project should it have to process sensitive data. 

5.7.3 Data processing must adhere to certain processing principles 

 

The following principles are described in Article 5 of the GDPR and must be applied in all 

instances of processing of personal data to which the Regulation is applicable. Such 

principles will may be of relevance to ALADDIN, especially in relation to research that uses 

personal data. 

1. Processing must be fair, lawful, and transparent  
Data subjects should be able to know what information has been collected about them, the 

purpose of its use, who can access and use it. Subjects should also be informed about how 

to gain access to information collected about them and how they may control who has 

access to it. To achieve this, the transparency of the data processing should be ensured.  

2. Purpose Limitation  
This principle acts to restrict the use of personal data, even where there is a valid legal basis 

for its collection. Data must be collected for specific, explicitly defined and legitimate 

purposes and not further processed in a way incompatible with those purposes. 

However, further processing for archiving purposes in the public interest, scientific, historical 

research purposes or statistical purposes is not considered incompatible with those 

purposes. 

3. Data Minimization  
Data should be adequate, relevant and limited to what is necessary in relation to the 

purposes for which they are processed.230 

4. Data quality 
Measures must be taken to ensure the personal data is of satisfactory quality. This includes 

ensuring that the data is adequate, relevant and not excessive in relation to the purposes for 

which it is collected and processed. In addition data must be accurate and, where 

necessary, kept up to date. 

                                                
 

230
 Regulation 2016/679, Art. 5(c) 
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5. Processing must have a legitimate ground 
The choice of the legal basis for these processing operations has to be carefully selected 

and duly justified. Article 7 of Directive 95/46/EC and article 6.1 of the GDPR offer a series of 

possible legal grounds that can be applied.   

6. Integrity and Confidentiality 
Appropriate technical and organizational measures should be taken so as to protect 

personal data against accidental or unlawful destruction or accidental loss, alteration, 

unauthorized disclosure or access. This is particularly important where the processing 

involves the transmission of data over a network. 

 

5.7.4 Rights of the Data Subject 

 

Where applicable, the GDPR provides that the data subject is granted a number of rights 

under the Regulation. Under the GDPR, the vindication of these data subject rights are the 

responsibility of the respective data controllers. These rights are as follows: 

The right to be informed of the processing of his or her personal data:  

According to article 12 of GDPR the controller shall take appropriate measures to provide 

any information to the data subject in a concise, transparent, intelligible and easily 

accessible form, using clear and plain language. The information shall be provided in writing, 

or by other means, including, where appropriate, by electronic means. 

 
The right to access his or her own personal data;  

The data subject shall have the right to obtain from the controller confirmation as to whether 

or not personal data concerning him or her are being processed, and where that is the case, 

access to the personal data .   

 
The right to rectify incorrect personal data;  

According to article 16 of the GDPR, the data subject has the right to obtain from the 

controller without undue delay the rectification of inaccurate personal data concerning him or 

her. Taking into account the purposes of the processing, the data subject shall have the right 

to have incomplete personal data completed, including by means of providing a 

supplementary statement. 
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The right to be forgotten; 

The right to be forgotten  grants the right to the data subject to have his personal data 

erased: “The data subject shall have the right to obtain from the controller the erasure of 

personal data concerning him or her without undue delay and the controller shall have the 

obligation to erase personal data without undue delay”.231   

 
The right to data portability 

According to art. 20 of GDPR, “the data subject shall have the right to receive the personal 

data concerning him or her, which he or she has provided to a controller, in a structured, 

commonly used and machine-readable format and have the right to transmit those data to 

another controller without hindrance from the controller to which the personal data have 

been provided.” 

 
The right to object to processing on legitimate grounds 

Article 21 of the GDPR elaborates on the right to object: The data subject shall have the right 

to object, on grounds relating to his or her particular situation, at any time to processing of 

personal data concerning him or her. Data subject has the right to object not only relating to 

his or her particular situation, but against profiling or direct marketing purposes as well. 

 
The right not to be subject to an automated decision that will be used to evaluate certain 

personal aspects relating to the data subject.232 

The data subject shall have the right not to be subject to a decision based solely on 

automated processing, including profiling, which produces legal effects concerning him or 

her or similarly significantly affects him or her. 

 
The right to a judicial remedy and the right to receive compensation where there has been a 

breach of data protection rights.233  

                                                
 

231
 Ibid., art. 17. 

232
 Ibid., Art. 22. 

233
 Ibid., Art. 78. 
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Where the data subject considers that his or her rights under GDPR have been infringed as 

a result of the processing of his or her personal data in non-compliance with GDPR, he or 

she has the right to an effective judicial remedy and the right to receive compensation. 

 
Right to object 

According to Art. 21 of GDPR, the data subject shall have the right to object, on grounds 

relating to his or her particular situation, at any time to processing of personal data 

concerning him or her. The data subject has the right to object not only relating to his or her 

particular situation, but against profiling or direct marketing purposes as well. 

Of particular relevance to the ALADDIN project are the right to be informed of data 

processing and the right to access any potential data. The former right is linked to the 

concept of consent because without being informed it is in reality impossible to give consent. 

Such a right is particularly important to ALADDIN in the context where individuals have a 

right to know that that they are in an area that is under surveillance and their personal 

information (i.e. Visual/audio) is being captured. Such information is needed to alert 

individuals to the possibility that their personal information may be being collected and 

processed. In the context of the ALADDIN project, such a requirement may mean that signs 

or notices are needed in areas where prototypes are being tested or where the ALADDIN 

system is being deployed by end users in order to warn individuals that their personal data 

may be being collected and processed. 

 

5.7.5 Transferring data across borders 

  
The Data Protection Framework is also important in the regulation of the cross border 

transfer of data. This is logical given that one of the motivations behind Directive 95/46/EC 

and the GDPR was to facilitate internal trade that was dependent upon the use of personal 

data. EU data protection draws a distinction between transfers of data within the EU and 

transfers of data to third countries i.e. outside the EU. 

  

i. Within the EU 
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With respect to the GDPR, the general rule regarding the transfer of personal data across 

national borders is that it is permissible within the EU as the free movement of personal data 

within the Union cannot be neither restricted nor prohibited
234.  

 

ii. Outside the EU 
  
  

For transfers outside the EU, more stringent rules apply. The logic behind this is that 

countries outside the Union may not have the same level of data protection in their law as 

the countries of the Union (where GDPR applies).  

Article 45 of the GDPR requires a third country to ensure an adequate level of protection as 

evaluated by the European Commission. If the Commission has decided that the country in 

question lacks an adequate level of protection, a controller or processor may transfer 

personal data to a third country only if the controller or processor has provided appropriate 

safeguards
235, and on condition that enforceable data subject rights and effective legal 

remedies for data subjects are available. When neither the country provides adequate 

safeguards, nor the controller ensures the required safeguards, personal data can be 

transferred to third countries only if additional conditions
236 are met. 

                                                
 

234
 Art. 1(3). 

235
 These safeguards can be: 

(a) a legally binding and enforceable instrument between public authorities or bodies;  

(b) binding corporate rules in accordance with art. 47; 

(c) standard data protection clauses adopted by the Commission in accordance with the examination procedure 

referred to in Article 93(2); 

(d) standard data protection clauses adopted by a supervisory authority and approved by the Commission 

pursuant to the examination procedure referred to in Article 93(2);  

(e) an approved code of conduct pursuant to Article 40 together with binding and enforceable commitments of 

the controller or processor in the third country to apply the appropriate safeguards, including as regards data 

subjects' rights; or  

(f) an approved certification mechanism pursuant to Article 42 together with binding and enforceable 

commitments of the controller or processor in the third country to apply the appropriate safeguards, including as 

regards data subjects' rights. 
236

 As to article 49, these conditions are:  
(a) the data subject has explicitly consented to the proposed transfer, after having been informed of 
the possible risks of such transfers for the data subject due to the absence of an adequacy decision 
and appropriate safeguards;  
(b) the transfer is necessary for the performance of a contract between the data subject and the 
controller or the implementation of pre-contractual measures taken at the data subject's request; 
(c) the transfer is necessary for the conclusion or performance of a contract concluded in the interest 
of the data subject between the controller and another natural or legal person;  
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6. Counter-Drone Neutralization technology – 
Regulations 

The neutralization technologies can potentially be subject to a wide array of different 

regulations from several different bodies of law, ranging from aviation to telecommunication 

to criminal law. Of course, these vary depending on the means of neutralization. Broadly 

speaking, neutralization activities can be split into three categories: 

1) Targeting the operator 

2) Targeting the UAV 

3) Targeting the communications or navigational technologies employed by the 

operator and/or the UAV 

As ALADDIN appears to be primarily employing neutralization means that fall into categories 

2) and 3), regulations that concern these methods will be the primary focus of this section. 

Counter-UAV systems, as previously mentioned, are explicitly excluded from mention in the 

draft EU legislation, because they are more related to “security matters” 237  Notice of 

Proposed Amendment (B) does mention the technology, noting that, on the installing of 

counter-UAV systems in aerodromes, 

“jamming, and even more spoofing, may disturb aircraft avionics and communications 

(CNS) systems, and thus impair aviation safety. The installation of ‘anti-UAS’ systems 

near airports needs therefore careful consideration.”238 

Generally speaking, most regulations that are likely to be relevant in assessing the 

neutralization components of the ALADDIN system will not be found at the European Union 

                                                                                                                                                  
 

(d) the transfer is necessary for important reasons of public interest;  
(e) the transfer is necessary for the establishment, exercise or defence of legal claims;  
(f) the transfer is necessary in order to protect the vital interests of the data subject or of other 
persons, where the data subject is physically or legally incapable of giving consent;  
(g) the transfer is made from a register which according to Union or Member State law is intended to 
provide information to the public and which is open to consultation either by the public in general or by 
any person who can demonstrate a legitimate interest, but only to the extent that the conditions laid 
down in Union or Member State law for consultation are fulfilled in the particular case. 
237

 NPA-A. 
238

 NPA-B, pg. 35. 
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level because matters relating to public security are generally within the competence of 

member state law.  

However, with respect to certain technologies used in ALADDIN, some European legal 

regimes may be relevant. With respect to radiofrequency jamming, the Electromagnetic 

Compatibility (EMC) Directive – Directive 2014/30/EU requires that manufacturers and 

importers supply equipment that do "not cause excessive interference". All electromagnetic 

disturbance generated should “not exceed a level allowing radio and telecommunications 

equipment and other apparatus to operate as intended”.239 The Radio Equipment Directive  

– Directive 2014/53/EU may be relevant as it establishes a framework for placing radio 

equipment on the market but it only applies to radio equipment that use the EM spectrum 

exclusively for the purpose of radio communication and/or radiodetermination. Further, it 

does not apply to radio equipment used for activities concerning public security, defence, 

State security, and the area of criminal law.240  

In the following section, France and United Kingdom will be used as examples to 

demonstrate some of the legal regimes and principles within the domestic legal systems of 

these respective countries that may be relevant in evaluating the legal aspects of the 

counter-UAV technology that constitutes the ALADDIN project. 

6.1 Counter-Drone Regulations – United Kingdom 

 

In the United Kingdom, counter-UAV technologies are not covered by any comprehensive 

legislation, whether at the European level or at the domestic level. As such, the use of 

counter-UAV technologies sits at the intersection of several different bodies of law, including 

aviation, telecommunication, and criminal law.   

 

6.2 Use of Force 

 

In certain circumstances law enforcement authorities (and in more limited circumstances the 

public-at-large) are lawfully authorized to the use of force according to domestic law. These 

                                                
 

239
 Directive 2014/30/EU, Annex 1. 

240
 Radio Equipment Directive 2014/53/EU, Art. 1. 
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powers are granted in a limited number of common law and statutory provisions. These 

powers may provide the lawful basis to commit an act that may otherwise constitute a civil or 

criminal offence. 

Because these powers may be helpful in determining the lawfulness of certain components 

of the ALADDIN system, particularly under the use of law enforcement authorities, they will 

be described below. 

Relevant Legislation 

 Criminal Law Act 1967 
 Police and Criminal Evidence Act 1984 
 Criminal Justice and Immigration Act 2008 

 

 

Section 3(1) of the Criminal Law Act allows police officers to use force "as is reasonable 

within the circumstances" in the prevention of crime. In this case, "reasonableness" means: 

o absolutely necessary for a purpose permitted by law 
o amount of force used must also be reasonable and proportionate (for 

instance, the degree of force used must be the minimum required in the 
circumstances to achieve the lawful objective) 

 
Two considerations should be taken into account when deciding whether the use of force in 

a particular situation is "reasonable" (Criminal Justice and Immigration Act 2008, s 76(7) – 

adopting the words of Lord Morris in Palmer v R (1971)):  

 that a person acting for a legitimate purpose may not be able to weigh to a nicety the 
exact measure of any necessary action; 

 that evidence of a person’s having only done what the person honestly and 
instinctively thought was necessary for a legitimate purpose constitutes strong 

evidence that only reasonable action was taken by that person for that purpose.
241

 
 

It is important to note that this power is only applicable in criminal matters. The use of force 

against someone engaging in a civil wrong (such as trespassing) would not fall under section 

3(1). In addition, this power is not specific to law enforcement authorities and thus can be 

utilized by any individual, hypothetically. This is particularly relevant for authorities who may 

not be law enforcement but carrying out the use of force to prevent the commission of a 

crime. 

                                                
 

241
 Criminal Justice and Immigration Act 2008, Art. 76(7). 
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In addition, a 'householder defence'  allows householders to use 'disproportionate force' 

when defending themselves against intruders to their homes (Subsection 5A of the Criminal 

Justice and Immigration Act 2008) but this is generally only applicable where the 

householder is "in or partly in a building" and this building is their place of residence.242 It 

would not be applicable if a confrontation took place outside a building. 

 

6.3 Regulations with respect to general and particular counter 

UAV measures 

 

2.1.8 Interference/Damage to UAV 

 

Relevant Legislation:  

o Aviation Security Act 1982 

o Criminal Damage Act 

As UAVs are considered aircraft and are regulated under aviation legislation, they would be 

covered by all legislation related to the security of aircraft unless explicitly excluded. The 

Aviation Security Act enumerates several provisions that may be relevant to the operations 

of the ALADDIN system.  

The relevant clauses are as follows, with key sections italicized,  

 Article 2: Destroying, damaging or endangering safety of aircraft. 

(1)It shall, subject to subsection (4) below, be an offence for any person unlawfully and 
intentionally— 
(a)to destroy an aircraft in service or so to damage such an aircraft as to render it 
incapable of flight or as to be likely to endanger its safety in flight; or 
 

…. 
  
 (2)It shall also, subject to subsection (4) below, be an offence for any person 
unlawfully and intentionally to place, or cause to be placed, on an aircraft in service 
any device or substance which is likely to destroy the aircraft, or is likely so to damage 
it as to render it incapable of flight or as to be likely to endanger its safety in flight;  

  

                                                
 

242
 Ibid., 5(a). 
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Article 3: Other acts endangering or likely to endanger safety of aircraft. 

(1) It shall, subject to subsections (5) and (6) below, be an offence for any person 
unlawfully and intentionally to destroy or damage any property to which this subsection 
applies, or to interfere with the operation of any such property, where the destruction, 
damage or interference is likely to endanger the safety of aircraft in flight. 
(2)Subsection (1) above applies to any property used for the provision of air navigation 
facilities, including any land, building or ship so used, and including any apparatus or 

equipment so used, whether it is on board an aircraft or elsewhere. 
 
Article 4: Offences in relation to certain dangerous articles. 

(1)It shall be an offence for any person without lawful authority or reasonable excuse 
(the proof of which shall lie on him) to have with him— 
  
(a)in any aircraft registered in the United Kingdom, whether at a time when the aircraft 
is in the United Kingdom or not, or 
(b)in any other aircraft at a time when it is in, or in flight over, the United Kingdom, or 
(c)in any part of an aerodrome in the United Kingdom, or 
(d)in any air navigation installation in the United Kingdom which does not form part of 
an aerodrome, 
  
any article to which this section applies.  
  
(2)This section applies to the following articles, that is to say— 
 
 … 
 
(c)any article (not falling within either of the preceding paragraphs) made or adapted 
for use for causing injury to or incapacitating a person or for destroying or damaging 
property, or intended by the person having it with him for such use, whether by him or 
by any other person. 

 

Of most importance, it is an offence for any person to damage an aircraft "as to render it 

incapable of flight or as to be likely to endanger its safety in flight".243 It is also an offence to 

damage, destroy, or interfere with the operation of any apparatus or equipment used for air 

navigation when this could endanger the safety of aircraft. Both of these carry a maximum 

penalty of imprisonment for life.
244  
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 Aviation Security Act 1982, 2(1)(a). 

244
 Ibid., 2(5). 
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Further, it is an offence to have any article in an aerodrome which is made for (or intended to 

be used for) “destroying or damaging property”.245 This carries the maximum penalty of five 

years’ imprisonment. 

Finally, the Criminal Damage Act provides a general offence for the damage or destruction 

of property, whether through intention or recklessness. Article 1 of the Criminal Damage Act 

states the following (italics for emphasis): 

A person who without lawful excuse destroys or damages any property belonging to 
another, intending to destroy or damage any such property or being reckless as to 
whether any such property would be destroyed or damaged shall be guilty of an 
offence. 

 

2.1.9 Jamming and Spoofing 
 

Relevant Legislation 

o Wireless Telegraphy Act 2006, art.68, 55. 

o Electromagnetic Compatibility Regulations 2016 (implementing  Electromagnetic 

Compatibility (EMC) Directive 2014/30/EU) 

o Investigatory Powers Act (2016) 

GPS Jamming refers to a method of disrupting the navigational systems of the UAV through 

deliberate interference so that the receiver can no longer function. Spoofing refers to a 

method of feeding the receiver false signals so that it calculates the wrong time/position. 

While these methods differ technologically, from a regulatory standpoint they are likely to 

both constitute interference to communications signals. 

In the United Kingdom, it is a crime to "use any apparatus, including jammers, for the 

purposes of deliberately interfering with wireless telegraphy (radio communications) in the 

UK"246 according to the UK Office of Communication’s (OFCOM) interpretation of art. 68 of 

the Wireless Telegraphy Act. 

With respect to the manufacture, import, or distribution of such devices, according to the 

Electromagnetic Compatibility Regulations 2016, an "apparatus must not cause excessive 

                                                
 

245
 Ibid., 4(1)(c), 4(2)(c).  

246
 See https://www.ofcom.org.uk/spectrum/interference-enforcement/spectrum-offences/jammers 
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interference". The manufacture, import, or distribute such devices are potentially in violation 

of this regulation. OFCOM is responsible for enforcement of EMC provisions.  

Section 8(1) of the Wireless Telegraphy Act further forbids the operation of unlicensed 

transmitters.  

When radio frequency jamming or spoofing is used with respect to UAVs, it may constitute 

offences under  articles 2 and 3 of the Aviation Security Act as detailed earlier, if the intent to 

endanger an aircraft can be proven. 

 

Prisons (Interference with Wireless Telegraphy) Act 2012 

 
This Act came into force in October 2013, and authorizes the appropriate national authority 

to authorize a person in charge of a prison to “interfere with wireless telegraphy”
247 – to 

make use of radio frequency jammers. 

 
Note that in 2017, the Les Nicolles Prison on Guerney became the first prison in the world to 

make use of an anti-UAV system. Called Sky Fence, it was developed by Drone Defence 

and Eclipse Digital Solutions, with the cost of installation between £100,000 to £250,000. It 

operates through jamming the radio frequencies used to communicate with the operator and 

will initiate the return to home procedure.
248 However, the jamming component has yet 

to become operational, as they do not yet have authorization yet.249 

Investigatory Powers Act (2016) 

 
The new Investigatory Powers Act introduces the power of ‘equipment interference’. The 

legislation is primarily known for authorizing two kinds of activity, “targeted equipment 

interference” and “bulk interference”, one of which requires a warrant and is largely 

concerned with the hacking mobile devices by law enforcement agencies for investigatory 

                                                
 

247
 Prisons (Interference with Wireless Telegraphy) Act 2012, Art. 1(1). 

248
 See “British prison is first to use 'disruptor' to create drone-proof 'shield' around jail”, 

http://www.telegraph.co.uk/news/2017/05/16/british-prison-first-use-disruptor-create-drone-proof-
shield/ 
249

 See “Prison’s drone detection system is all jammed up”, 
https://guernseypress.com/news/2017/12/27/prisons-drone-detection-system-is-all-jammed-up/. 
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purposes, the other limited to outside the UK, there are other aspects that may be relevant to 

counter-UAV activities, particularly with respect to RF jamming, spoofing, or hacking. 

This is because such activities may fall under the new power of “equipment interference”, 

and there are circumstances in the legislation that allow for such “lawful interception of 

communications”, even without a warrant, and by actors other than law enforcement 

authorities. However, it also introduces the “offence of unlawful interception”, which such 

activities could also fall under. 

 
Is jamming, spoofing, or hacking UAVs considered “equipment interference” or 

“interception of communications”? 

 
With respect to this legislation, ‘equipment’ is defined as: 
 

“any equipment producing “electromagnetic, acoustic or other emissions” and any 
device capable of being used in connection with such equipment. "Equipment" for 
these purposes is not limited to equipment which is switched on and/or is emitting 

signals but also includes equipment which is capable of producing such emissions.”250 
 
It is likely that the navigational systems of UAVs fit the definition of equipment, particularly as 

this definition is meant to be technology-neutral
251.  

The two terms “equipment interference” and “interception of communications” are often used 

interchangeably, but it appears from the legislation that “equipment interference” is a kind of 

“interception of communications”, and generally comes in two forms, targeted or bulk, and 

the legislation sets out a regulatory scheme in order to authorize such activities. However, 

there are other kinds of lawful interceptions of communication that do not require a warrant, 

and Chapter 2 of Part 2 defines these:  

 
Those conditions of lawful “interception” that might be relevant with respect to jamming, 

spoofing, or hacking UAVs are: 

1. OFCOM is allowed to intercept communications in order to enforce the provisions of 
the Telegraphy Act, 

                                                
 

250
 Section 135, 198 of Investigatory Powers Act 

251
 Draft Code of Practice, Investigatory Powers Act, Pg. 8, 

https://www.gov.uk/government/consultations/investigatory-powers-act-2016-codes-of-practice 
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2. Prisons/psychiatric hospitals/immigration detention centres can introduce regulations 
that would authorize equipment interference 

 
It is important to note that because the legislation appears to be directed at activities that 

would disclose the contents of the communications signals, rather than disrupting it, there is 

ambiguity as to whether jamming or spoofing of the navigational systems of the UAV 

constitutes “interception”. 

 
The definition of “interception” in Article 4 of the Act is as follows (emphasis added): 

 
Article 4 
   

1. For the purposes of this Act, a person intercepts a communication in the course of its 
transmission by means of a telecommunication system if, and only if—  

a. the person does a relevant act in relation to the system, and Investigatory Powers Act 
2016 (c. 25) Part 1 — General privacy protections 5  

b. the effect of the relevant act is to make any content of the communication 
available, at a relevant time, to a person who is not the sender or intended 
recipient of the communication.  

 
This does create ambiguity as to its applicability to the kinds of neutralization technology 

envisaged in ALADDIN. However, the authorization of lawful interference without a warrant 

in Part 2 given above seem to suggest disruption as an activity covered under this Act. For 

instance, the second condition above allowing prisons, immigration centres, and psychiatric 

hospitals to employ methods of interception  has been noted as an expansion of a previous 

law
252 that was expressly for the purposes of allowing prisons to jam mobile phones within 

the vicinities of the facilities. The Investigatory Powers Act extends the range of institutions 

that can make use of this activity.
253  

 
 

Offence of Unlawful Interception 
 
Finally, the Act introduces the offence of unlawful interception: it is an offence to make an 

“interception of communications” without the lawful authority to carry out this interception.254 

                                                
 

252
 Prisons (Interference with Wireless Telegraphy) Act 2012 

253
 Lloyd, Ian. Information technology law. Oxford University Press, 2017, pg. 16. 

254
 Investigatory Act, Art. 3 
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This is important to keep in mind if jamming and spoofing and other means of disrupting the 

navigational systems of UAVs do count as methods of “interception”. 

 

2.1.10 Lasers 
 
Relevant Legislation 

o Air Navigation Order 2016 
o Aviation and Safety Act 1982 

 
Under the Air Navigation Order 2016, it is an offence to direct or shine any light at any 

aircraft in flight so as to dazzle or distract the pilot of the aircraft (with offenders receiving a 

fine of up to 2500 pounds).255 If intent to endanger an aircraft can be proved, a suspect can 

be tried under Art. 2 or 3 of the Aviation Security Act, as detailed in Section A.   

A new bill, the Laser Misuse (Vehicles) Bill, has been introduced into the House of Lords that 

recently (Dec 2017) that make it a strict liability offence.
256 Officers do not need to establish 

proof of intention to endanger aircraft. 

 

6.4 Counter-Drone Regulations - France 
 
In France, counter-UAV technologies are not covered by any comprehensive legislation, 

whether at the European level or at the national level. As such, the use of counter-UAV 

technologies sits at the intersection of several different bodies of law, including aviation, 

telecommunication, and criminal law.   

 

6.5 Detection Technologies 
 
Please refer to Section 4 for a comprehensive look at the privacy and data protection 

implications of surveillance technologies from a European perspective. However, in French 

                                                
 

255
 ANO, Art. 225. 

256
 See Laser Misuse (Vehicles) Bill [HL] 2017-19,  https://services.parliament.uk/bills/2017-

19/lasermisusevehiclesbill.html. 
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domestic, there are a few specific legislative schemes that may be relevant with respect to 

the identification and classification component of the ALADDIN system.  

 

2.1.11 Legislative schemes authorizing the use of detection technology 
 

6.5.1 “Videoprotection” systems for public security 

 

The “Code de la sécurité intérieure” sets out the various provisions regulating the means by 

which French law enforcement authorities (the national police, the national gendarmerie, and 

the municipal police) can carry out activities to ensure public safety. 257 

In particular, Title V of Book II sets out  a legislative framework for the authorization of 

‘videoprotection’ systems for the video surveillance of public roads to protect places of 

establishment open to the public by French law enforcement authorities. 

Because this may be relevant to the employment of the ALADDIN system (particularly as a 

legislative framework authorizing the use of an ALADDIN-like system) the scheme will be 

described and evaluated below. 

Art 251-2 defines those places of establishment  where such video surveillance systems can 

be set up by the relevant authorities. Below is the list from Art. 251-2 of the valid purposes 

for such a system to be established, translated into English, emphasis added: 

1. The protection of public buildings and installations and their surroundings;  

2. The safeguarding of facilities useful for national defense;  

3. Regulation of transport flows;  

4. The recording of traffic violations;  

5. The prevention of attacks on the safety of persons and property in places particularly 

exposed to the risk of aggression, theft or drug trafficking,  … ;  

The prevention of acts of terrorism, under the conditions laid down in Chapter III of 

Title II of this book;  

6. Prevention of natural or technological risks;  

7. Relief to persons and defense against fire;  

8. The security of public facilities in theme parks.  

                                                
 

257
 Code de la sécurité intérieure. 
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9. Places and establishments open to the public for the purpose of ensuring the safety 

of persons and property where such places and establishments are particularly 

exposed to the risk of aggression or theft.258 

i. Requirements for non-automated processing: 
 

For surveillance that is not automated (or where the data isn’t structured in a way so as to be 

able to identify natural persons), the legislative scheme of Title V sets substantive 

restrictions on what can be recorded by these systems
259 and further a set of procedural 

restrictions on what must be followed, which must be strictly followed. The scheme sets rules 

concerning access and control of data, authorization and operating conditions, and penalties 

for not following these conditions. For instance, the set-up of such a system requires the 

authorization of the relevant departmental videoprotection commission
260, failure of which 

results in up to 3 years imprisonment and up to €45000 fine. However, there are exceptions 

to some of these procedural  requirements for the imminent occurrence of a large-scale 

event or rally “presenting particular risks to the safety of persons and property”.
261 

 

ii. Requirements for automated processing: 
 

The legislation, under Art. 251-1, notably states that under two conditions the video 

surveillance systems will, instead of being subject to the legislative scheme described in Title 

V, be subject to the provisions of the French data protection legislation.262  

These conditions are as follows: 

1) video recordings are utilized in automated processing; or  

2) contained in structured files with criteria to identify individuals.  

At this stage of the ALADDIN project, it appears that while the data collected through the 

sensors (including the visual data) will not be structured to identify individuals,  based on the 

requirements detailed in D4.1 “Use Case Scenarios, End-users’ ConOps and End-users’ 

requirements”, it may indeed be subject to automated processing for the purposes of 

                                                
 

258
 Ibid., Art. 251-2. 

259
 Ibid., Art. 251-3.  

260
 Ibid., Art. 251-4.  

261
 Art. L252-6 and L252-7, Ibid. 

262
 Art. L251-1, Ibid. 
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identifying UAVs. From a preliminary analysis, there may be some incidental recording of 

natural persons in the visual data, but the processing would not be for their detection. 

Nevertheless, if there are images of individuals or other information related to a person who 

can be identified through that information, it appears that the mere fact the data is being 

automatically processed may subject the video surveillance system to the provisions of 

French Data Protection Act according to Art. 251-1 of the code de la sécurité intérieure.263 

However, given that Directive (EU) 2016/680 with respect to the processing of personal data 

related to criminal justice has yet to be transposed in law (France has until May 2018 to do 

so), these legislative provisions have a high likelihood of changing in the near future. Once it 

is transposed, Directive (EU) 2016/680 would apply to the legislative scheme of 

“videoprotection” systems. For more information about this Directive, please refer to Section 

Five.  

6.6 Use of Force 
 
In certain circumstances law enforcement authorities (and in more limited circumstances the 

public-at-large) are lawfully authorized to the use of force according to domestic law. These 

powers are granted in a limited number of statutory provisions in French law. These powers 

may provide the lawful basis to commit an act that may otherwise constitute a civil or 

criminal offence. 

Because these powers may be helpful in determining the lawfulness of certain components 

of the ALADDIN system, particularly under the use of law enforcement authorities, they will 

be described below. 

2.1.12 Defense of Property 
 
The justification of the use of force in French criminal law is generally informed by the 

principles of proportionality and necessity. Two provisions that are particularly relevant to the 

context of the ALADDIN project and its use-cases will be described below. 

The second part of Article 122-5 provides a defence against criminal liability where a person 

performs an act of defence (other than wilful murder) to interrupt the commission of a 

crime/offence (“crime” and/or “délit”) against property. This is provided that the act is strictly 
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necessary for the intended objective and the means used are proportionate to the gravity of 

the offence.264 

Article 122-7 provides a defence against criminal liability when performing an act necessary 

to ensure the safety of property when confronted with a present or imminent danger to 

property, so long as the means used are proportionate to the seriousness of the threat.265 

 

Authorized entry into installations of interest to national defence 

Finally, Art. 413-7 of the Code Penal makes it an offence to enter, unauthorized, particular 

establishments important to national defence, including enclosed grounds in which the free 

movement is prohibited and which are delimited to ensure the protection of the 

installations.
266  This may be relevant in justifying the detection and neutralizing of 

unauthorized UAV entry into nationally sensitive locations. 

 

6.7 Regulations with respect to general and particular counter 

UAV measures 

  
 

2.1.13 Interference/Damage to UAV 
 

Relevant Legislation: 

 Code pénal 

 Code des transports 

 
As UAVs are considered aircraft and are regulated under aviation legislation, they would be 

covered by all legislation related to the security of aircraft unless explicitly excluded. The 

                                                
 

264
 “A person is not criminally liable if, to interrupt the commission of a felony or a misdemeanour 

against property, he performs an act of defence other than wilful murder, where the act is strictly 
necessary for the intended objective the means used are proportionate to the gravity of the offence.”, 
Art 122-5, Code Penal (translation).  
265

 «A person is not criminally liable if confronted with a present or imminent danger to himself, 
another person or property, he performs an act necessary to ensure the safety of the person or 
property, except where the means used are disproportionate to the seriousness of the threat», Art 
122-7, Code Penal (translation). 
266

 Code pénal, Art. 413-7. 
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Code des Transports contains a provision that may be relevant to the operations of the 

ALADDIN system. 

In the Code des transports, Art. L6372-4 (1) makes it an offence to damage or destroy the 

“les télécommunications aéronautiques”, “l'aide à la navigation aérienne” or “l'assistance 

météorologique” of an aircraft while (4) makes it an offence to obstruct the navigation of an 

aircraft. The penalty is up to 5 years of imprisonment and a fine of up to 18000 euros.267  

 
This article may also be relevant to the use of counter-UAV systems in airports, as it 

describes offences that UAVs are capable of committing when encroaching upon Aerodrome 

territory. 

The provision is as follows, with key sections bolded (translated): 

 

Article L6372-4:  

For committing the following, the offender is punished by five years of imprisonment 
and 18 000 € fine: 

1. to destroy or damage the buildings or installations intended to ensure 
the control of the circulation of the aircraft, the aeronautical 
telecommunications, the aid to the air navigation or the meteorological 
service; 

2. Disturb, by any means whatsoever, the operation of these facilities; 
3. Destroy or damage an aircraft in the right of way of an aerodrome 
4. obstruct, in any manner whatsoever, the navigation or the circulation 

of aircraft, except in the cases provided for in articles 224-6 and 224-7 
of the penal code; 

5. Interrupt, with the aid of a device, a substance or a weapon, the 
operation of the services of an aerodrome if this act is detrimental to 
or likely to undermine the security inside from this aerodrome. 

For all offenses under this article, the attempt of the offense is 

punishable as the offense itself.
268 

 
Further, the Code pénal provides more generalized sanction to the destruction of property 

which would be relevant to the neutralization of UAVs through the ALADDIN system. Article 

322-1 provides sanctions against the general destruction, degradation, or deterioration of an 
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 Code des transports, Art. L6372-4(1)-(4). 

268
 Code des transports, Art. L6372-4. 
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item of property of another person, except if only slight damage occurs. This offence is 

punishable by a prison term of up to 2 years and a € 30000 fine.269  

 

2.1.14  RF Interference (Jammers) 
 

Relevant legislation : 

o Code des postes et des communications électroniques (CPCE) 

  
ANFR (Agence Nationale de Fréquence), created pursuant to la loi de réglementation des 

télécommunications du 26 juillet 1996, manages the radio spectrum in France. It is 

responsible for checking the administrative conformity of radio equipment placed on the 

market along with investigating all reported interferences with the radio spectrum and 

carrying out legal actions if necessary.  

6.7.1 Jamming 

 
The code des postes et des communications électroniques (CPCE) is the legislative act that 

provides the framework that governs electronic communication. 

 
The relevant provision regarding jamming technology is Art. L33-3-1, which is as follows 

(emphasis added):270 
 

I. - Sont prohibées l'une quelconque des activités suivantes : l'importation, la publicité, 

la cession à titre gratuit ou onéreux, la mise en circulation, l'installation, la détention et 
l'utilisation de tout dispositif destiné à rendre inopérants des appareils de 
communications électroniques de tous types, tant pour l'émission que pour la 
réception. 

II. - Par dérogation au premier alinéa, ces activités sont autorisées pour les 
besoins de l'ordre public, de la défense et de la sécurité nationale, ou du service 
public de la justice. 

 
As such, the CPCE makes it generally prohibited to use any device to jam the 

communications signals of another device.271 However, as indicated, there is an exception 

to this provision: for the purposes of public policy, defense and national security, or the 
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 Code penal, Art 322-1. 

270
 Code des postes et des communications électroniques (CPCE), Art. L33-3-1. 
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 CPCE, Art. 33-3 (1). 



   
 
 

 
Page 94 of 96 

D3.1 – Data protection, Social, Ethical and Legal Frameworks 
ALADDIN 
 

PUBLIC 

public service of justice, jamming is authorized. 272  It is likely that the use of jamming 

technology through the ALADDIN system by at least some of the partners (LEAs in 

particular) in France would qualify under this exception. 

The CPCE makes jamming a penal offence with an penal term of up to 6 months along with 

a fine of € 30 000. 273  Functionnaries and agents of the ministère chargé des 

communications électroniques, l'Autorité de régulation des communications électroniques 

and des postes and l'Agence nationale des fréquences are empowered by statute to carry 

out the enforcement of the provisions described above. 

With respect to the neutralization technologies that concern ALADDIN, it is not clear if legal 

provision would apply only to jamming, or to spoofing and hacking as well, as the latter two 

do not necessarily render the communications system of the UAV “inoperative”.  

6.7.2 Lasers 

  
High-powered (class 3) lasers are banned from production or use, with a penalty of up to 6 

months and a € 7500 fine.274 

6.8 Counter-Drone Regulations – Greece 

 

In Greece, counter-UAV technologies are not covered by any comprehensive legislation, 

whether at the European level or at the national level. As such, the use of counter-UAV 

technologies sits at the intersection of several different bodies of law, including aviation, 

telecommunication, and criminal law.   

 

6.9 Regulations with respect to general and particular counter 

UAV measures 

 

                                                
 

272
 Ibid., Art. 33-3 (2). 

273
 Ibid., Art. 39-1, 39-6, 39-9 and 39-10. 

274
 Art. 68, loi no 2011-267 du 14 mars 2011 d'orientation et de programmation pour la performance 

de la sécurité intérieure. 
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I. Interference/Damage to UAV 
 

Relevant Legislation:  

o Code of Aviation Law (KAD), implemented by Law 1815/1988  

 

As UAVs are now considered aircraft under Greek law and are regulated by Greece’s civil 

aviation authority, imposing upon them (in higher risk categories, at least) most of the 

requirements imposed on manned aircraft, it serves to reason that they would be covered by 

legislation related to the security of aircraft unless explicitly excluded. The Code of Aviation 

Law (KAD), implemented by Law 1815/1988 enumerates a provision that may be relevant to 

the operations of the ALADDIN system. Article 179 of the aforementioned act makes it a 

crime to cause damage to an aircraft in service which makes it unsuitable for flight or which 

may endanger its safety, with a prison term of at least 10 years.275 

 

Conclusion 

This deliverable provides in broad terms an initial examination of the legal and ethical 

principles relevant to the ALADDIN project. It is important to stress that this is not a 

contextual analysis of the legal issues triggered by the ALADDIN system (which will be 

subject of D3.4 – See below), but rather a broader, holistic discussion of the relevant 

frameworks that should be taken into consideration for the rest of the work package.  

Part 1 of the deliverable begins with an examination of the ethical aspects of the project, 

particularly the need to measure the importance of privacy against the equally important 

value of security, given the subject matter of this project. Part 2 provides a detailed look at 

the regulations surrounding unmanned aerial vehicles, at the (prospective) European level 

and at the member state level, while Part 3 provides an initial look at the legal frameworks 

relevant to the regulation of counter-UAV technology in Europe, including the European data 

protection regime. 
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The relevant legal and ethical  frameworks identified in this deliverable will be used to create 

the framework, the "ALADDIN Impact Assessment Framework", against which project 

activities and outcomes will be assessed, in D3.3 "Framework for Impact Assessment of 

ALADDIN against SoEL Requirements". This framework will consequently be used, in 

conjunction with data provided by project partners ascertained through a detailed 

questionnaire, the SoEL Impact Assessment Questionnaire, to produce D3.4 "Impact 

Assessment Report V1". Following this, the implementation of the recommendations detailed 

in the impact assessment report will be monitored as part of T3.2 "Continuous Monitoring of 

the impacts upon SoEL Requirements" and the outcome of this process will be detailed in 

D3.6 "Monitoring of observance of SoEL requirements V1". Moreover, shortly after the 

release of the impact assessment report, an updated version of this deliverable will be 

reported in D3.2 "Data Protection, Social, Ethical, and Legal Frameworks - V2". 

 


